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Abstract  Understanding and predicting sea ice dynamics and ice-ocean feedback processes requires accurate descriptions of momentum fluxes across the ice-ocean interface. In this study, we present observations from an array of moorings in the Beaufort Sea. Using a force-balance approach, we determine ice-ocean drag coefficient values over an annual cycle and a range of ice conditions. Statistics from high resolution ice draft measurements are used to calculate expected drag coefficient values from morphology-based parameterization schemes. With both approaches, drag coefficient values ranged from \(-1 \times 10^{-3}\) to \(-3 \times 10^{-3}\), with a minimum in fall and a maximum at the end of spring, consistent with previous observations. The parameterizations do a reasonable job of predicting the observed drag values if the under ice geometry is known, and reveal that keel drag is the primary contributor to the total ice-ocean drag coefficient. When translations of bulk model outputs to ice geometry are included in the parameterizations, they overpredict drag on floe edges, leading to the inverted seasonal cycle seen in prior models. Using these results to investigate the efficiency of total momentum flux across the atmosphere-ice-ocean interface suggests an inter-annual trend of increasing coupling between the atmosphere and the ocean.

Plain Language Summary  Sea ice moves in response to the push and pull (a.k.a., “drag”) of both wind and ocean currents, so speeds of both the ice and the underlying ocean depends on how efficient that drag is. By looking at measurements of ice motion in response to the wind and ocean currents from three sites in the Beaufort Sea, we have calculated drag efficiency over 1 year. Computer models predict drag efficiency based on how rough the bottom of the sea ice is. Our measurements of the shape of the sea ice bottom are used to test and verify the framework for calculating drag efficiency that is in place in those models. The model framework can do a reasonable job of prediction if given good measurements of how rough the ice is, but may not be good at predicting that roughness. Because of that, current models might overpredict the drag efficiency while ice is melting. With our measurements of drag efficiency, we calculate how the sea ice impacts the total ability of the wind to push on the ocean and find that it is enhanced by the sea ice. As Arctic sea ice becomes more seasonal, we expect this enhancement to increase.

1. Introduction

Ongoing and dramatic changes in Arctic sea ice (e.g., Stroeve & Notz, 2018) and the underlying ocean (Armitage et al., 2020; Jackson et al., 2011; Timmermans et al., 2018) highlight the need to understand Arctic system feedback processes. Sea ice dynamics are thought to play an important role in both localized (e.g., Ivanov et al., 2016) and large-scale ice-ocean feedbacks (Armitage, Manucharyan, et al., 2020; Dewey et al., 2018; Meneghello et al., 2018). However, there are still fundamental gaps in our knowledge of the role of sea ice in mediating momentum transfer across the atmosphere-ice-ocean system, especially in understanding spatial and seasonal variability in ice-ocean drag.

Turbulent processes in the ocean and in the atmosphere drive surface momentum flux (a.k.a., stress, \(\tau\)) across the ice-ocean and ice-atmosphere interfaces. These turbulent fluxes are commonly described by the quadratic drag law:

\[
\tau = \rho C u |u|,
\]

(1)
which uses a turbulent transfer coefficient (or drag coefficient), $C$, to describe the momentum flux, $\tau$, in terms of an appropriate bulk, velocity $u$. Thus, the ice-ocean stress, $\tau_{\text{io}}$, and atmosphere-ice stress, $\tau_{\text{ai}}$, depend on ice-ocean and atmosphere-ice drag coefficients: $C_{\text{io}}$ and $C_{\text{ai}}$, respectively. While there has been considerable work in relating observed values of the atmosphere-ice drag coefficient, $C_{\text{ai}}$, to sea ice properties (Andreas, 2011; Andreas, Horst, et al., 2010a; Arya, 1975; Castellani, Lüpkes, et al., 2014; Elvidge et al., 2016; Garbrecht et al., 2002; Guest & Davidson, 1987; Lüpkes & Birnbaum, 2005; Lüpkes, Gryanik, Hartmann, & Andreas, 2012; Petty et al., 2017, and others), there is relatively little analogous work on the ice-ocean drag coefficient, $C_{\text{io}}$. Indeed, despite a wide range of observed values of $C_{\text{io}}$ spanning across an order of magnitude (e.g., Cole, Timmernans, et al., 2014; Cole, Toole, et al., 2017; McPhee, 1980, 2002; Morison et al., 1987; Randelhoff et al., 2014; Shaw et al., 2008), by default many sea ice models use a constant value for the drag coefficient (e.g., Köberle & Gerdes, 2003; Losch et al., 2010; Rampal et al., 2016; Rouset et al., 2015; Timmermann et al., 2009), such as the “canonical” value of $C_{\text{io}} = 5.5 \times 10^{-3}$ determined by McPhee (1980). Moreover, studies show that modeled sea ice thickness is sensitive to the chosen value of $C_{\text{io}}$ (Hunke, 2010; J. G. Kim et al., 2006).

Recent observations show both spatial and seasonal variations in the ice-ocean drag coefficient (Cole, Toole, et al., 2017), suggesting the importance of ice morphology on the values of $C_{\text{io}}$ (e.g., due to form drag: Lu et al., 2011; Steele, Morison, & Untersteiner, 1989; Tsamados et al., 2014). Model studies that incorporate a variable ice-ocean drag via parameterization of form drag (directly, Tsamados et al., 2014; or indirectly, Steiner, 2001) show first-order impacts both on the sea ice (Castellani, Losch, et al., 2018) and the underlying ocean (Castellani, Gerdes, et al., 2015; Castellani, Losch, et al., 2018; Martin, Tsamados, et al., 2016). Although form drag parameterizations of the ice-ocean drag provide a nice theoretical description for the relationship between sea ice morphology and the ice-ocean drag coefficient (Lu et al., 2011; Tsamados et al., 2014), until now there has been no detailed observational study comparing morphological features with observed values of $C_{\text{io}}$ across a range of sea ice conditions.

In this study, we present observations made over an annual cycle from an array of moorings in the Beaufort Sea. Using a force-balance approach, mooring measurements and atmospheric re-analysis data are used to infer ice-ocean drag coefficients. Uplooking sonar on the moorings provide snapshots of under-ice topography and statistics related to ice keels and floe edges. Together, these results (1) provide insight into the morphological drivers underlying variations of the ice-ocean drag coefficient, (2) are used for evaluation of model parameterization schemes, and (3) provide context for a broader understanding of momentum transfer into the upper ocean in the changing Arctic. The remainder of this paper is organized as follows: Sections 1.1 and 1.2 provide additional background about momentum fluxes across the atmosphere-ice-ocean interface (with focus on the sea ice momentum equation and the total atmosphere-ocean momentum flux). Section 2 provides a review of the geometry-based parameterization schemes developed by Lu et al. (2011) and Tsamados et al. (2014), thus giving important context for interpreting the study results. In Section 3 we describe the field study and measurements, along with the force-balance and geometry-based descriptions of the ice-ocean drag coefficient. Descriptions of variations in $C_{\text{io}}$ along with evaluation of the parameterization schemes, and a description of the morphological drivers of ice-ocean drag are presented in Section 4. Then, in Section 5, these results are placed in the context of previous observations of ice-ocean drag and total momentum flux. The main contributions of the study are summarized in Section 6.

### 1.1. The Sea Ice Momentum Equation

The conservation of momentum of sea ice can be written as (e.g., Heorton, Feltham, & Hunt, 2014):

$$m_s \left[ \frac{\partial u_i}{\partial t} + u_i \cdot \nabla u_i + f \frac{k \times u_i}{\Pi} \right] = A\tau_{\text{ai}} + A\tau_{\text{io}} + \nabla \cdot \sigma + m_s g \nabla \eta, \quad (2)$$

for $m_s$ the "effective" ice mass per unit area, $m_s = A \rho h$, and other variables as defined in Table 1, with $\nabla$ the horizontal gradient operator. This form of the sea ice momentum equation is consistent with that presented by Leppäranta (2011), but modified to ensure consistent scaling for mixed ice-open water conditions.
Table 1

<table>
<thead>
<tr>
<th>Notation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>αi</td>
<td>Ice covered area</td>
</tr>
<tr>
<td>αreg</td>
<td>Area covered in ridged ice</td>
</tr>
<tr>
<td>b1, b2, A</td>
<td>Geometry parameters</td>
</tr>
<tr>
<td>A</td>
<td>Ice concentration</td>
</tr>
<tr>
<td>c_f</td>
<td>Floe-edge drag coefficient of resistance</td>
</tr>
<tr>
<td>c_k</td>
<td>Keel drag coefficient of resistance</td>
</tr>
<tr>
<td>c_s</td>
<td>Skin drag coefficient of resistance</td>
</tr>
<tr>
<td>C</td>
<td>Generic drag coefficient</td>
</tr>
<tr>
<td>C_f</td>
<td>Form drag from floe edges</td>
</tr>
<tr>
<td>C_k</td>
<td>Form drag from keels</td>
</tr>
<tr>
<td>C_s</td>
<td>Skin drag</td>
</tr>
<tr>
<td>C_io</td>
<td>Atmosphere-ocean drag coefficient</td>
</tr>
<tr>
<td>C_ai</td>
<td>Atmosphere-ice drag coefficient</td>
</tr>
<tr>
<td>C_so</td>
<td>Ice-ocean drag coefficient</td>
</tr>
<tr>
<td>C_equiv</td>
<td>Atmosphere-ocean equivalent drag</td>
</tr>
<tr>
<td>d_i</td>
<td>Ice draft</td>
</tr>
<tr>
<td>d_0d</td>
<td>Level ice draft</td>
</tr>
<tr>
<td>f</td>
<td>Coriolis parameter</td>
</tr>
<tr>
<td>F_a</td>
<td>Ice acceleration force</td>
</tr>
<tr>
<td>F_i</td>
<td>Ice interaction force</td>
</tr>
<tr>
<td>g</td>
<td>Gravitational acceleration</td>
</tr>
<tr>
<td>h_i</td>
<td>Ice thickness</td>
</tr>
<tr>
<td>h_k</td>
<td>Keel depth (generic)</td>
</tr>
<tr>
<td>h_krel</td>
<td>Relative keel depth</td>
</tr>
<tr>
<td>h_ktot</td>
<td>Total keel depth</td>
</tr>
<tr>
<td>ℓ_f</td>
<td>Floe length</td>
</tr>
<tr>
<td>ℓ_k</td>
<td>Keel spacing</td>
</tr>
<tr>
<td>ℓ_d</td>
<td>Lead length</td>
</tr>
<tr>
<td>m_s</td>
<td>Effective ice mass per unit area</td>
</tr>
<tr>
<td>m_o</td>
<td>Skin drag attenuation parameter</td>
</tr>
<tr>
<td>P_0</td>
<td>Boundary-layer integration function</td>
</tr>
<tr>
<td>S_c</td>
<td>Sheltering function</td>
</tr>
<tr>
<td>S_i</td>
<td>Attenuation parameter</td>
</tr>
<tr>
<td>u</td>
<td>Generic bulk velocity</td>
</tr>
<tr>
<td>u_i</td>
<td>Friction velocity</td>
</tr>
<tr>
<td>u_0</td>
<td>Wind velocity at 10 m</td>
</tr>
<tr>
<td>u_0_i</td>
<td>Ice drift velocity</td>
</tr>
<tr>
<td>u_o</td>
<td>Ocean velocity at a reference depth</td>
</tr>
<tr>
<td>u_g</td>
<td>Geostrophic ocean velocity</td>
</tr>
<tr>
<td>u_0a</td>
<td>Ice-ocean relative velocity</td>
</tr>
<tr>
<td>V_0a</td>
<td>Volume of ridged ice</td>
</tr>
<tr>
<td>z_0</td>
<td>Roughness length</td>
</tr>
<tr>
<td>z_o</td>
<td>Level ice bottom roughness length</td>
</tr>
</tbody>
</table>

(per Connolley et al., 2004; Hunke & Dukowicz, 2003). The terms of the equation are as follows: (I) local ice acceleration; (II) advective ice acceleration; (III) Coriolis acceleration; (IV) stress of the atmosphere acting on the ice; (V) stress of the ocean acting on the ice; (VI) internal stress (“ice-ice” stress); and (VII) gravitational force from sea surface tilt. Adveotive acceleration (term II) is generally considered negligible and excluded. The final term (VII) in Equation 2 can be expressed in terms of the geostrophic balance $\tilde f \times \mathbf u_g = g \nabla \eta$ and then combined with the Coriolis term, so that term III becomes $\tilde f \times (\mathbf u_i - \mathbf u_k)$ (Leppäranta, 2011). An additional term representing wave radiation stress in the marginal ice zone has been shown to be locally important at the ice edge (e.g., Perrie & Hu, 1997; Steele, Morison, & Untersteiner, 1989; Thomson et al., 2021), but overall is small, so it is neglected. Leppäranta (2011) also includes an atmospheric pressure gradient term which is not included here. In mixed ice-open water conditions, the ocean-ice and atmosphere-ice stresses ($\tau_{oi}$ and $\tau_{ao}$) represent the stress acting only on the ice-covered area and are distinct from the total stress out of the ocean/atmosphere (Hunke & Dukowicz, 2003).

Sea ice is considered to be in “free drift” if the internal ice stress (term VI) is negligible (e.g., Connolley et al., 2004; Hunke & Dukowicz, 2003; Leppäranta, 2011; McPhee, 1980). This is often assumed to be the case if the ratio of ice speed to wind speed ($|\mathbf u_i|/|\mathbf u_a|$), the “wind factor”) is sufficiently high (typically $\geq 2$; e.g., McPhee, 1980), or if ice concentration is sufficiently low (e.g., $\leq 85\%$; Heorton, Tsamados, et al., 2019; Hunke & Dukowicz, 2003). For freely drifting sea ice, the ice-ocean stress ($\tau_{io} = -\tau_{oi}$) can be expressed as:

$$\tau_{io} = \tau_{oi} = \rho_o d_i \left[ \frac{\partial \mathbf u_i}{\partial t} + \tilde f \times (\mathbf u_i - \mathbf u_k) \right].$$

where the ice sea mass per unit area $\rho_i h_i$ (for ice density $\rho_i$ and total ice thickness $h_i$) has been replaced with $\rho_o d_i$ (for ocean density $\rho_o$ and ice draft $d_i$) assuming hydrostatic balance. McPhee (1980) and Dewey (2019) use this balance, assuming steady-state ($\partial \mathbf u_i / \partial t = 0$), in order to calculate ice-ocean stress and infer the ice-ocean drag coefficient, while Randelhoff et al. (2014) employ this equation retaining the local acceleration. The ice-ocean stress is also frequently presented in terms of friction velocity, $u_*$, defined by $\tau_{io} = \rho_o u_* |\mathbf u_a|$.

1.2. Total Momentum Flux Into the Ocean

Using the quadratic drag law (Equation 1), the ice-ocean stress, $\tau_{io}$, and atmosphere-ice stress, $\tau_{oi}$, are written as:

$$\tau_{io} = \rho_o C_{io} |\mathbf u_{io}|,$$

$$\tau_{oi} = \rho_o C_{oi} |\mathbf u_{oi}|.$$
Table 1
Continued

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\zeta_{uw})</td>
<td>Roughness length of water</td>
</tr>
<tr>
<td>(\zeta_{ref})</td>
<td>Reference depth</td>
</tr>
<tr>
<td>(\alpha_k)</td>
<td>Keel slope</td>
</tr>
<tr>
<td>(\beta)</td>
<td>Turning angle</td>
</tr>
<tr>
<td>(\eta)</td>
<td>Sea surface displacement</td>
</tr>
<tr>
<td>(\kappa)</td>
<td>von Kármán constant (=0.41)</td>
</tr>
<tr>
<td>(\rho)</td>
<td>Density</td>
</tr>
<tr>
<td>(\rho_a)</td>
<td>Air density</td>
</tr>
<tr>
<td>(\rho_i)</td>
<td>Ice density</td>
</tr>
<tr>
<td>(\rho_o)</td>
<td>Ocean density</td>
</tr>
<tr>
<td>(\sigma)</td>
<td>Internal ice stress tensor</td>
</tr>
<tr>
<td>(\tau)</td>
<td>Atmosphere-ice stress</td>
</tr>
<tr>
<td>(\tau_{ai})</td>
<td>Atmosphere-ice-ocean stress</td>
</tr>
<tr>
<td>(\tau_{ao})</td>
<td>Ice-ocean stress</td>
</tr>
<tr>
<td>(\tau_{io})</td>
<td>Ice-ocean stress</td>
</tr>
<tr>
<td>(\tau_{mt})</td>
<td>Total ocean stress</td>
</tr>
<tr>
<td>(\tau_{atm})</td>
<td>Total atmosphere stress</td>
</tr>
<tr>
<td>(\phi_k)</td>
<td>Keel porosity</td>
</tr>
</tbody>
</table>

Continued

In the ice-ocean stress, but since typically \(u_i \gg u_o\), the ice velocity is frequently neglected from Equation 4b. It is also common to include a rotation matrix in Equation 4a to account for unresolved Ekman turning in the boundary layer (if the velocity is expressed as a complex exponential, \(u = u + iv\), then this is achieved by multiplying Equation 4a by \(e^{i\beta}\) for turning angle \(\beta\)). While also occasionally included in Equation 4b, the much greater boundary layer heights in the atmosphere compared to the ocean means that there typically is not unresolved Ekman turning there, so it is not necessary to include an equivalent rotation matrix for calculating the atmosphere-ice stress (note that even with no atmospheric turning, there can still be an offset in wind direction and ice drift direction due to other forces in the sea ice momentum equation, and this offset is also occasionally referred to as a turning angle). Under-ice Ekman layers are not a subject of the present study, so rotation matrix is not included in Equation 4a, but we will accept values of \(\tau_{ao}\) that are not aligned with \(u_{ref}\) that result from the presence of Ekman turning.

In mixed ice and open-water conditions, there is both a direct transfer of momentum between the atmosphere and the ocean, and an indirect transfer mediated by sea ice. It is common to represent these fluxes as combinations of the corresponding atmosphere-ice-ocean stresses weighted by sea ice concentration (e.g., Martin, Steele, & Zhang, 2014; Martin, Tsamados, et al., 2016). Then, the total momentum flux into the ocean, \(\tau_{ocn}\), and the total momentum flux out of the atmosphere \(\tau_{atm}\) can be represented as:

\[
\tau_{ocn} = A\tau_{so} + (1-A)\tau_{so}, \quad \text{and} \quad \tau_{atm} = A\tau_{ai} + (1-A)\tau_{ai}, \tag{5a} \tag{5b}
\]

where \(A\) is sea ice concentration, and each of the stress components (ice-ocean: \(\tau_{io}\); atmosphere-ice: \(\tau_{ai}\); atmosphere-ocean: \(\tau_{ao}\)) are described by the quadratic drag law with corresponding drag coefficients: \(\tau_{ai} = \rho_o C_{ai} u_i u_o\), \(\tau_{so} = \rho_o C_{so} u_s u_o\), and \(\tau_{io}\), \(\tau_{ao}\) from Equations 4a and 4b. As a first approximation, the atmosphere-ocean drag coefficient, \(C_{so}\) can be described as a function of wind speed (e.g., Large & Yeager, 2004). The atmosphere-ice drag coefficient, \(C_{ai}\) is expected to depend on sea ice geometry in a similar way to the ice-ocean drag (Andreas, 2011; Lüpkes, Gryanik, Hartmann, & Andreas, 2012; Tsamados et al., 2014); however, it is sometimes parameterized simply as a function of ice concentration, \(A\) (see Text S2), or taken as a constant (then the equivalent total atmospheric drag coefficient is still a function of ice concentration per Equation 5b; see Elvidge et al. [2016] for additional details and a comparison of atmospheric drag coefficient relationships with sea ice concentration for a variety of models).

Combining Equations 2, 5a, and 5b leads to the expression:

\[
\tau_{ocn} = \tau_{atm} + F_i + F_o, \tag{6}
\]

where \(F_i\) is the ice interaction force (derived from the inclusion of term VI in Equation 2), and \(F_o\) is the equivalent force from the acceleration and tilt terms (terms I, III, and VII in Equation 2; i.e., the term in brackets in Equation 3). Equation 6 mirrors the expression from Martin, Steele, and Zhang (2014, their Equation 2), except for the inclusion of the equivalent forces from ice acceleration, \(F_o\), which they neglect.

In the scenario where the transfer of momentum is an overall flux from the atmosphere into the ocean, this equation can be interpreted to state that all of the momentum flux out of the atmosphere (\(\tau_{atm}\)) goes into either the ice (\(F_i + F_o\)), or into the ocean (\(\tau_{ocn}\)). Although, because of the vector summation in Equation 6, both of \(F_i\) and \(F_o\) can either enhance or subtract from \(\tau_{atm}\). Ice interaction is usually thought of as a momentum sink that opposes \(\tau_{atm}\) (Martin, Steele, & Zhang, 2014; Steele, Zhang, et al., 1997), but ice acceleration terms could potentially be an additional source of ocean momentum.
To examine the effect of sea ice in mediating the total momentum flux from the atmosphere to the ocean, consider an “equivalent drag coefficient”, $C_{\text{equiv}}$, based on the construction of a quadratic drag law between the wind speed and the total ocean stress; that is,

$$C_{\text{equiv}} = \frac{|\tau_{\text{tot}}|}{\rho_o |u_a|^2}. \quad (7)$$

$C_{\text{equiv}}$ does not have a clean analytic form, nor is it a useful prognostic variable: its value will depend on $u_i$ and $u_o$, which are themselves functions of the total atmosphere-ice-ocean momentum transfer. Instead, $C_{\text{equiv}}$ is a diagnostic of momentum transfer efficiency, where higher values indicate that a greater proportion of atmospheric momentum is ultimately transferred to the ocean. This is similar to the use of a normalized effective stress in Martin, Steele, and Zhang (2014) and Martin, Tsamados, et al. (2016).

2. Drag From Geometry-Based Parameterizations

This study compares estimates of the observed ice-ocean drag to two schemes that parameterize the ice-ocean drag as a function of the observable ice geometry. Both Lu et al. (2011) and Tsamados et al. (2014) present similar ice geometry-based parameterizations of the ice-ocean drag coefficient based on a combination of skin and form drag components, with the scheme by Tsamados et al. (2014) available in the CICE sea ice model (Hunke et al., 2020). Steiner (2001) presents an alternative scheme using a “deformation energy” approach. That method has been used in the sea ice component of the MITgcm model (Losch et al., 2010) to investigate the impact of variable ice-ocean drag (Castellani, Losch, et al., 2018); however, we cannot track deformation energy with our measurements, so the deformation energy scheme is not considered here. Strictly, ice geometry-based parameterizations in the forms presented below only model the neutral ice-ocean drag coefficients and do not account for the impacts of stabilizing or destabilizing buoyancy fluxes. Buoyancy fluxes modify the total drag, and are included in atmospheric models as correction term to the neutral drag coefficient, based on Monin-Obukhov similarity theory (Monin & Obukhov, 1954) (which could be included in sea ice models using a parameterization by Lüpkes & Gryanik, 2015). We are unable to account for stability effects in the present study, which may modify some interpretations of the results.

2.1. Details of Parameterization Schemes

Ice-geometry based parameterizations of the ice-ocean drag coefficient write the total drag as a sum of form drag from floe edges, form drag from keels, and skin drag (Lu et al., 2011; Tsamados et al., 2014):

$$C_{\text{io}} = C_f + C_k + C_s. \quad (8)$$

For both schemes, these three drag components can be written as:

floe edge drag: $C_f = \frac{1}{2} c_f A \frac{d_{sl}}{\ell_f} \left( \frac{d_{sl}}{\ell_f} \right)^2 P_0(d_{hi}, z_{0w}), \quad (9a)$

keel drag: $C_k = \frac{1}{2} c_k A \frac{h_k}{\ell_k} \left( \frac{h_k}{\ell_k} \right)^2 P_0(h_k, z_{0b}), \quad (9b)$

skin drag: $C_s = c_s \left( 1 - m_w \frac{h_k}{\ell_k} \right), \quad \text{if} \quad \frac{h_k}{\ell_k} \leq \frac{1}{m_w} \quad (9c)$

with variables defined in Table 1. So the ice geometry appears in the parameterizations as the floe “aspect ratio”, $d_{sl}/\ell_f$, and the “ridging intensity”, $h_k/\ell_k$. The scheme by Tsamados et al. (2014) is an adaptation of an atmospheric drag parameterization by Lüpkes, Gryanik, Hartmann, and Andreas (2012). Note that in
Tsamados et al. (2014), the inequality in the valid range for the skin drag, \( C_s (h_k/\ell_k \leq 1/m_w) \), is mistakenly reversed (compare their Equation 19 with the work of Arya [1975] on which skin drag is based); Equation 9c presents the correct inequality for both of the parameterization schemes.

The two schemes are functionally similar. The differences between them are due to the following factors: (1) different values of the coefficients of resistance, \( c_f \), \( c_k \), and \( c_s \) (which account for the drag on individual elements); (2) different forms of the "sheltering functions" \( S_c \); and (3) the inclusion (or not) of the functions \( P_0 \) (which are included in the Tsamados et al. [2014] scheme but not in the Lu et al. [2011] scheme). Additionally, the two schemes use slightly different definitions for keel depth (relative vs. total; see Figure 1).

The sheltering function \( S_c \) accounts for the reduction in drag of downstream obstacles due to the wake effect of upstream obstacles (Steele, Morison, & Untersteiner, 1989). Both parameterization schemes employ different, empirically derived, sheltering functions:

\[
\text{Tsamados et al. (2014)} : \quad S_c(x) = \left[ 1 - \exp\left( -\frac{d}{x}\right)^{3/2} \right] \\
\text{Lu et al. (2011)} : \quad S_c(x) = \left[ 1 - \left( \frac{d}{x}\right)^{1/2} \right] 
\]

For keel sheltering, the input argument, \( x \), is the ridging intensity, \( h_k/\ell_k \), which mirrors its other use Equation 9b. For floe sheltering, the argument for the sheltering function is \( d_{kl}/\ell_l \) (the denominator is the distance between floes), instead of the aspect ratio \( d_{fl}/\ell_f \) that appears earlier in Equation 9a.

Tsamados et al. (2014) include a term in \( C_f \) and \( C_k \) which arises due to integration of a depth-varying velocity profile over the height of an obstacle, here called \( P_0 \) (it differs from the definition of \( P_0 \) in Lüpkes, Grynak, Hartmann, and Andreas [2012]). In the atmospheric drag parameterization, Lüpkes, Grynak, Hartmann, and Andreas (2012) assume a "law-of-the-wall" velocity profile: \( u(z) = (u_c/x) \ln\left( z/z_0 \right) \), which Tsamados et al. (2014) maintains in adapting the scheme to the ice-ocean boundary layer. This gives

\[
P_0(h, z_0) = \left[ \frac{\ln(h / z_0)}{\ln(z_{ref} / z_0)} \right]^2, \quad (11)
\]
where the input variable \( h \) is either the level ice draft, \( d_{\text{tot}} \) or keel depth, \( h_{\text{c}} \) for floe edge drag or keel drag, respectively, and an appropriate choice of roughness length is used (see Equations 9a and 9b). Inclusion of \( P_0 \) allows the ice-ocean drag coefficient to be an explicit function of the reference depth \( z_{\text{ref}} \). The form of \( P_0 \) depends on the assumed law-of-the-wall boundary-layer structure, which is suitable for the atmosphere where the height of logarithmic boundary layer is typically much greater than the reference height \( z_{\text{ref}} \) (e.g., Holton, 2004, chapter 5). However, it is not clear that this is appropriate in the ice-ocean boundary layer. The \( P_0 \) functions are not included in the scheme by Lu et al. (2011).

The coefficient of resistance, \( c_r \), used in the skin drag parameterization (\( C_r \), Equation 9c) represents the baseline skin drag associated with level ice in the absence of ridges. Both Tsamados et al. (2014) and Lu et al. (2011) treat this term as a free parameter. Keeping with the law-of-the-wall velocity assumption used to develop \( P_0 \), the baseline skin drag could instead be represented by

\[
c_r = \left( \frac{\kappa}{\ln(\frac{z_{\text{ref}}}{z_0})} \right)^2,
\]

where the von Kármán constant \( \kappa = 0.41 \). This reduces the number of free parameters in the model, and allows \( c_r \) to be an explicit function of the reference depth \( z_{\text{ref}} \). As with \( P_0 \), the actual form will depend strongly on boundary layer structure.

In applying their parameterization scheme (Equations 9, 10a and 11), Tsamados et al. (2014) use total keel depth, \( h_{\text{tot}} \), which is measured from the waterline (Figure 1) as the definition of \( h_{\text{c}} \). However, in full ice cover, it should be the keel depth relative to the level ice draft, \( h_{\text{ref}} \), that contributes to form drag (as in Lu et al., 2011) (note: \( h_{\text{tot}} = h_{\text{ref}} + d_{\text{rel}} \)). Similarly, the reference depth \( z_{\text{ref}} \) in Equations 11 and 12 should also be relative to the level ice draft (e.g., \( z_{\text{ref}} - d_{\text{rel}} \)), because that is the range over which the boundary layer develops. In mixed ice-open water conditions, the use of \( h_{\text{ref}} \) is still consistent with the parameterization scheme as floe-edge drag (Equation 9a) is accounted for separately.

### 2.2. Translating Model Outputs to Ice Geometry

The details of sea ice geometry necessary for calculating the ice-ocean drag coefficient with Equation 9 are not generally resolved by models, which do not simulate individual ice floes or keels. Tsamados et al. (2014) developed a scheme for estimating average keel properties based on outputs in the CICE model using assumptions about the keel geometry that are guided by observations (see their supplementary information). Namely, the scheme uses area extent and volume of ridged ice in a model grid cell (\( a_{\text{rel}} \) and \( v_{\text{rel}} \), respectively) along with the ice area in a grid cell (\( a_k \), which is the ice concentration \( A \) multiplied by the grid-cell area).

For subsurface measurements (as presented below), keel depth and keel spacing are given by taking the limit as \( R_0 \to \infty \) in Equations 24 and 25 from Tsamados et al. (2014) (where \( R_0 \) is the ratio of keel depth to sail height, so the limit states that all ridged ice in the measurements is attributed to keels). This gives the expressions:

\[
h_k = \frac{2 v_{\text{rel}}}{a_{\text{rel}}} \frac{h_k}{\phi_k},
\]

\[
\ell_k = \frac{2 h_k}{a_{\text{rel}}} \frac{a_k}{a_{\text{rel}}} \frac{h_k}{\tan(\alpha_k)},
\]

where \( h_k \) is a weight function accounting for the overlap of keels with level ice (taken as 0.75), \( \phi_k \) is the keel porosity (taken as 1), and \( \alpha_k \) is the keel slope (see Figure 1).

The floe and lead lengths (\( \ell_f, \ell_l \)) used in Equation 9a are also parameterized. Using measurements derived from aerial photographs of the marginal ice zone of Fram Strait, Lüpkes, Gryanik, Hartmann, and Andreas (2012) developed an empirical model for estimating floe size based on ice concentration:
with $b_2$ a tunable parameter (ranging from 0.3 to 1.4), and $A_*$ a value calculated such that the limits of $\ell_f$ range from $\ell_{f,\text{min}}$ to $\ell_{f,\text{max}}$ (for $A_* \rightarrow 0, 1$), the minimum and maximum floe lengths, respectively (see Equation 27 in Lüpkes, Gryanik, Hartmann, and Andreas [2012]). Using default parameters, this gives average floe lengths that are limited to range from a minimum of 8 m to a maximum of 300 m. Tsamados et al. (2014) implement this floe size model in their parameterization scheme, though they acknowledge that observations have shown that floe size follows a power-law distribution with a much wider range of scales than is possible with that scheme (e.g., Weiss & Marsan, 2004; see also Stern et al. [2018] and references therein). They further acknowledge that this scheme may breakdown in the winter when ice concentration is near 100%, given that the parameterization was developed for the marginal ice zone; but it is employed through the full year nonetheless.

### 3. Drag From Field Measurements

#### 3.1. Field Measurements

Data were collected during the Stratified Ocean Dynamics of the Arctic (SODA) experiment: An Office of Naval Research (ONR) project to better understand the controls of heat and momentum transfer in the Arctic’s upper ocean. A program component included the installation of three subsurface moorings in a line stretching from the south to the north of the Beaufort Sea, which are designated as SODA-A, SODA-B, and SODA-C (Figures 2a and 2b). The moorings recorded a full annual cycle of sea ice growth and melt from their installation in fall 2018 to their recovery in fall 2019. The spatial distribution of the moorings allowed for sampling of different ice regimes: the southernmost mooring (SODA-A) was in the seasonal ice zone and experienced prolonged open-water periods in summer (Figure 2e); SODA-B was near the edge of the seasonal ice zone and has a minimal open-water period but a longer period of time in marginal ice (Figure 2d); whereas SODA-C was still ice-covered all year long (Figure 2c; the mooring at that location was both deployed and recovered through the ice).

This study utilizes measurements made with uplooking Nortek Signature-500 5-beam acoustic Doppler current profilers (ADCPs) installed on the top float of each mooring (Figure 1). The instrument depths were ~45 m for SODA-A, 42 m for SODA-B, and 27 m for SODA-C. To minimize the effects of mooring knockdown, the top float of each mooring was a DeepWater Buoyancy Stablemoor500, which are designed to
remain level even during knockdown events (Harding et al., 2017). The maximum tilt deviation measured by any of the ADCPs was ≤2° from their resting position. A Seabird SBE-37 conductivity-temperature-depth sensor installed underneath the float (~1 m vertical offset from the ADCP) collected temperature and salinity measurements to complement the temperature measurements made by the ADCP to calculate and correct the speed of sound (which is used to calculate altimeter distance).

The four slant beams of the ADCP measured velocity profiles, while the fifth vertical beam acted as an altimeter (Figure 1) and measured the distance to the surface (either the water surface or ice bottom). The vertical beam has a beam width of 2.9°, so for the deployment depths here, the width of the ensonified area was roughly 2.3 m for SODA-A, 2.1 m for SODA-B, and 1.4 m for SODA-C. The ADCPs operated with two concurrent sampling plans: “Average + Ice”, and “Burst + Waves”. For both modes, the ice draft was derived from the difference between the water depth (determined by instrument pressure) and altimeter distance, after making corrections for ADCP tilt, speed of sound, and atmospheric pressure variations (e.g., Krishfield et al., 2014; Magnell et al., 2010).

During the Average + Ice sampling mode, the ADCP measured altimeter distance, water column velocity, and ice drift velocity. Ice drift velocities were measured using the instrument’s built-in ice-tracking mode, which functions similarly to traditional ADCP “bottom-tracking”: A ping is emitted separate to the water velocity-measuring pings with longer pulse-length that fully ensonifies the ice area for the full beam width and provides velocity measurements that are typically more accurate than in the water column (e.g., Béliveau et al., 1989). Measurements of each of the variables were provided every 10 min based on raw data collected in 1-min long ensembles at a sampling rate of 1 Hz (reported measurements are ensemble-medians after quality control processing of the raw data). The water velocities were measured in 2-m vertical range bins. Due to sidelobe interference, the upper ~10% of each vertical velocity profile (2.7–4.5 m) was discarded, so near-ice logarithmic boundary layers could not be directly observed. At each time step the velocity profiles were interpolated to find the horizontal velocity, \( u_h \), at a fixed reference depth, \( z_{ref} \), here, \( z_{ref} = 10 \) m to conform to the Tsamados et al. (2014) parameterization scheme. The 10-min sampled Average + Ice measurements of \( u_h \), \( u_w \), and \( d_i \) were bin-averaged in 1-h bins to match the atmospheric re-analysis measurements used (see below). Figure S1 shows examples of the timeseries of each of the velocity components at SODA-B.

As indicated by its name, the Burst + Waves plan is designed for the measurement of surface gravity waves using altimeter measurements from the vertical beam. However, those altimeter measurements can also be used for measuring under-ice geometry (e.g., ice keels; Magnell et al., 2010). In Burst + Waves mode, the ADCPs measured “bursts” of data containing 2,048 samples at a rate of 2 Hz, so each burst length was 1,024 s (~17 min). These bursts were collected once every two hours. Because the Burst + Waves and Average + Ice measurement plans were concurrent, the ADCPs recorded two values of the ice drift speed during each burst. Using the mean of those two ice drift measurement sets, the sampling time for each burst was converted to an along-burst distance. Within each burst, ice draft data were despiked using a moving-median outlier criteria in 127-point windows (outliers are identified as points more than three scaled median absolute deviations from the median, and replaced with linearly interpolated values). Then, the ice draft from Burst + Waves sampling were used to characterize the ice geometry (see Section 3.3).

We used atmospheric forcing from the European Center for Medium-Range Weather Forecasts (ECMWF) Reanalysis version 5 (ERA5; Hersbach et al., 2020). ERA5 provides hourly measurements at a 0.25° × 0.25° grid resolution. A recent comparison with in situ measurements in the Eastern Arctic showed that of the six re-analysis products assessed, ERA5 provided the best representation of wind speed (which is the primary variable of interest here) during winter and spring, and second best (by a small margin) during summer (Graham et al., 2019). To generate a timeseries of atmospheric forcing at each mooring, grid points were averaged within a 30 km radius centered at each of the mooring locations (14–16 gridpoints per mooring). There is a degree of uncertainty in re-analysis wind measurements in the Arctic (particularly in the marginal ice zone; e.g., Brenner et al., 2020). Nonetheless, there is strong coherence between the re-analysis wind velocities and the in situ measured ice drift velocities (not shown) and associated high correlations between the two (correlation coefficients of \( r = 0.69, 0.75, \) and 0.63 for SODA-A, -B, and -C, respectively). To test sensitivity, wind velocities at the mooring locations were also found using two alternative re-analysis products: Modern-Era Retrospective analysis for Research and Applications version 2 (MERRA-2; Gelaro et al., 2017).
and Japanese 55-year Reanalysis (JRA-55; Kobayashi et al., 2015, which is on a slightly coarser grid in both space and time). Across these different products, wind velocities at the mooring locations were very similar; MERRA-2 wind velocities were correlated with ERA5 winds with $r = 0.97$ across all three moorings, and JRA-55 were correlated with ERA5 with $r = 0.96$ (after subsetting ERA5 to the same timestamps). Resulting drag coefficient measurements (calculated per Section 3.2) were correlated with $r = 0.94$ between MERRA-2 and ERA5, and $r = 0.84$ between JRA-55 and ERA5. Thus, the results presented in this study are not overly sensitive to the choice of re-analysis product used.

### 3.2. Application of the Force-Balance Approach

Following McPhee (1980; see also Dewey, 2019; Randelhoff et al., 2014), we use a force-balance approach (Equation 3) to calculate the ice-ocean stress, $\tau_{io}$. Then the ice-ocean drag coefficient, $C_{io}$ is inferred from the quadratic drag law (Equation 4a).

The ice-ocean stress ($\tau_{io}$) is calculated hourly with Equation 3 using data from the ADCP measurements and ERA5 re-analysis. The ice draft ($d_i$) and ice velocity ($u_i$) are from the 1-h-averaged ADCP measurements. The local acceleration $\frac{\partial u_i}{\partial t}$ is the numerical derivative of the 1-h-averaged $u_i$ values. The geostrophic velocity ($u_g$) is estimated as the depth-averaged velocity between 5 and 20 m (based on results by Armitage, Bacon, et al. [2017]), and low-pass filtered with a 2-day cutoff (the result is insensitive to these choices for $u_i$; see Text S1). The atmosphere-ice stress ($\tau_{ai}$) is determined using the quadratic drag law (Equation 4b), with 10-m wind velocity and surface air density taken from ERA5 re-analysis and $C_{ai}$ parameterized as a function of ice concentration (following ECMWF, 2019; see Text S2). In mixed ice-open water conditions, the atmosphere-ice stress, $\tau_{ai}$ used in Equation 3 is distinct from the total atmospheric stress (Equation 5b). Because Equation 3 assumes that ice is in free drift, values for which the wind factor ([u] / |u|); determined hourly) was less than 2% were rejected (the so-called "2%-rule"). The use of wind factor as a filtering criteria implies an intermittency of internal ice stresses, which is consistent with Steele, Zhang, et al. (1997), who found that on short timescales the atmospheric stress input to the ice ($\tau_{ai}$) was primarily balanced by only one of either the ocean-ice stress ($\tau_{io}$) or the internal ice stress. ($V \cdot \tau$). The friction velocity ($u_f$) is determined from $\tau_{ai}$ assuming a constant $\rho_0 = 1.025$ kg m$^{-3}$ (with the definition $\tau_{ai} = \rho_0 u_f (u - u_i)$).

To calculate the ice-ocean drag coefficient, the record is split into windows. Within each window the quadratic drag law (Equation 4a) is applied by regressing hourly calculated values of $|u|^2$ (as described above) with hourly measured $|u_{rel}|^2$ (with $u_i$ defined at a 10-m reference depth). Then the value of $C_{io}$ is the slope of the regression line (Figure 3). Windows are chosen to be 7 days in length, which provides an average of 80 points in each window (after using the 2%-rule to exclude non-free-drift points). Based on average ice drift speeds, each window covers roughly 75 km of ice (though there is both spatial and temporal variability in the actual window size). While shorter window lengths can resolve some higher frequency variability at the expense of larger uncertainties, the overall seasonal patterns found here are not sensitive to the window length chosen. Regression is performed with a bisquare robust linear fitting algorithm and forced through the origin (Huber, 1981). This method iteratively reduces the weighting on outliers, which may occur, for example, from intermittent violation of the free-drift assumption. Performing regression within windows instead of calculating $C_{io}$ on a point-by-point basis (as in Dewey, 2019) minimizes the effects of noise and uncertainty (particularly for low values of $u_{rel}$), which may have resulted from a combination of measurement noise, higher frequency temporal variations, or unaccounted stresses (e.g., internal ice stress). Calculated values of the drag coefficient were rejected if the uncertainty in $C_{io}$ was $\pm 2.5 \times 10^{-3}$ (based on a t-test with 95% confidence interval; Bendat & Piersol, 1971). High uncertainties in $C_{io}$ occurred most frequently in winter when many of the data were rejected due to free drift conditions not being met. Tests

---

**Figure 3.** Example of quadratic-drag-law fit between hourly values of observed relative velocity ($|u_{rel}|^2 = |u_i - u_o|^2$), and calculated friction velocity ($|u_f|^2 = \tau_{io}/\rho_0$) from the force-balance approach (Equation 3). Black points show values used in the fitting procedure, with point sizes an indicator of the relative weighting determined by the robust fitting method. Gray triangles show points rejected from the fit by the 2%-rule and demonstrate the utility of the wind factor to filter points that are not in free drift. The black line shows the regression line with 95% confidence interval shaded in gray. Data correspond to 1 week of measurements in November 2018 at SODA-A.
using non-linear fits of the form $|\tau_{io}| \propto |u_{rel}|^n$ (see Section 5.1) did not produce better fits than the quadratic drag law with $n = 2$ ($r^2$ values from $n \neq 2$ fits were approximately equal to those with $n = 2$). Given the direct concurrent and collocated measurements of the ice and ocean velocities here, it is not necessary to exclude periods of small ice-ocean relative velocity, a condition often necessary when using satellite remote sensing to estimate ocean velocities (e.g., in McPhee, 1980).

This method of drag calculation essentially asks what value of $C_{io}$ would be required to reproduce the observed sea ice motion. In doing so, the method effectively integrates over both the temporal intermittency and the spatial heterogeneity of turbulent momentum fluxes across ice floes and thus provides bulk-average drag coefficient values. These resulting drag coefficients are appropriate for comparison to model parameterizations as the goal of those parameterizations is to provide a bulk coefficient for use within a model grid cell.

There is no physical basis to expect that the relationship between total ocean stress, $\tau_{ocn}$, and wind speed should follow the quadratic drag law, so the linear fitting procedure used to calculate $C_{io}$ cannot be similarly applied to find $C_{equiv}$. Instead, $C_{equiv}$ is computed on a point-by-point (hourly) basis using Equation 7, with $\tau_{ocn}$ given by Equation 5a and with $A$ from ERA5. For points defined as being in free-drift (based on the 2%-rule), the ice-ocean stress, $\tau_{io}$, used in Equation 5a is the same as described above (Equation 3). The analysis was extended beyond free-drift periods by calculating $\tau_{io}$ for those times using Equation 4a and values of $C_{io}$ from the regression procedure, interpolated to points with a wind factor <2%.

### 3.3. Ice Geometry

During periods of ice cover, the ADCP Burst + Waves sampling provides one dimensional (along-drift) tracking of the under-ice geometry (Figure 4a). We use these to quantify the geometric characteristics used in the parameterization schemes in Section 2. Importantly, the fixed mooring platforms allow for sampling across a broad range of different ice conditions as they evolve over the annual cycle.

Spectral analysis is used as part of a filtering criteria to separate ice-covered conditions from open water conditions; this ensures that surface gravity waves are not erroneously misidentified as ice keels. For each burst, frequency spectra of measured altimeter distances are constructed. Surface gravity waves have distinct and well known spectral shapes (e.g., Phillips, 1985), with peaks at relatively high frequencies ($\geq 0.04$ Hz), while sea ice has broadly distributed spectral energy with energy concentrated at lower horizontal wavenumbers (which translate to low frequencies) (e.g., McPhee & Kantha, 1989). Following Shcherbina et al. (2016) and Kirillov et al. (2020), ice-covered conditions are identified using the ratio of integrated spectral energy in low- and high-frequency bands (using a cutoff frequency of 0.1 Hz, based on observed conditions); burst are deemed to be ice-covered when the ratio of high-to-low frequency spectral energy is less than 5. Then, bursts identified as being in open-water but with measured non-zero level ice draft, $d_{lvl}$, provide a secondary empirical correction to ice draft measurements to account for water-column sound-speed variations (e.g.,
due to shallow stratification; Kirillov et al., 2020). These corrections were small, and primarily applied to marginal ice covered periods.

For each ice-covered burst we quantify the draft of level ice, the extent and number of leads, and the number and size of keels (Figure 4b). Prior to classification, bursts are smoothed with a moving-average filter using a centered window with a width of 2 m (because of variability in ice drift speed, the number of points in each window varies from burst to burst). Bursts frequently contained apparent leads, identified as all points in a burst with a measured draft below a tolerance level (taken as 0.15 m to account for instrument noise and uncertainty associated with both atmospheric pressure variations and sound speed). Strictly, this procedure is unable to differentiate between open-water leads and refrozen leads containing thin ice, but from the perspective of the drag parameterizations (Section 2), both scenarios are dynamically equivalent in that they both contribute to the floe edge form drag. Within each burst, level ice is defined by a local gradient less than 0.025 (equivalent to the process in Wadhams & Horne, 1980) and a draft of less than 3 m (roughly the limit of thermodynamic growth; Maykut & Untersteiner, 1971). The level ice draft for each burst is then taken as the median draft of all ice identified as level within the burst. In cases where no level ice was identified (i.e., the entire burst measured ridged ice), the level ice draft is found by interpolating across adjacent bursts. Keels identification follows Martin (2007), using a Rayleigh criterion to define unique keels (see also Wadhams & Davy, 1986; Wadhams & Horne, 1980; Williams et al., 1975) with a minimum keel depth cutoff of 0.5 m relative to the level ice draft for that burst. Relative keel depths at each of the moorings closely followed exponential probability distributions (not shown), which is in line with previous literature (e.g., Wadhams & Davy, 1986; Wadhams & Horne, 1980), and a total of 14,694 individual keels are identified throughout the full study period (6,282, 4,305, and 4,107 at SODA-A, -B, and -C, respectively). The maximum relative keel depth measured at any of the moorings through the full deployment was 11.4 m at SODA-B. Keel sizes across the three moorings were fairly similar.

The parameterized ice-ocean drag is based on statistical descriptions of the ice geometry (see Section 2). Statistics are accumulated over one-week periods to be consistent with the windowing procedure for the ice-ocean drag (Section 3.2). The keel depth ($h_k$) and level ice draft ($d_{lvl}$) are simply averages of individual measurements taken for all bursts in each window. The average keel spacing ($\ell_k$) is taken as the total distance measured by all bursts in a given window (both ice and open water) divided by the total number of keels counted during that window. Except for some bursts in the marginal ice zone, floe lengths are typically longer than the distance measured by an individual burst. To estimate an average floe length ($\ell_f$) the total measured ice-covered distance for a given window is divided by the number of leads counted in that window. Similarly, the average lead length ($\ell_l$) was the total open water distance divided by the number of leads. These definitions for $\ell_k$ and $\ell_l$ are consistent with their inclusion in parameterizations (Lu et al., 2011; Tsamados et al., 2014). A local average daily ice concentration ($A$), was also calculated using burst data as a ratio of the total measured ice-covered distance to the total distance measured by all bursts (ice and open water). Using $A$, the average lead length can be written as $\ell_l = \ell_l \left( 1 - A \right) / A$ for one-dimensional measurements (Lu et al., 2011). The values $\ell_l$ and $\ell_l$ are only defined for ice concentration less than 100%. The measurements show seasonal signals in all of the measured geometry statistics at all moorings (Figure 5). Despite both $d_{lvl}$ and $\ell_l$ decreasing in the summer/fall (Figures 5a and 5c), the much wider range of variation of $\ell_l$ (over roughly three order of magnitude) compared to $d_{lvl}$ results in floe aspect ratios ($d_{lvl}/\ell_l$) that are elevated in the fall (Figure 5e). The relative keel depths and spacing ($h_{rel}$ and $\ell_k$) appear to have some negative correlation (cf., Figures 5b and 5d), so that both signals contribute to the minimum ridging intensity ($h_{rel}/\ell_k$) in the summer/fall (Figure 5f).

### 3.4. Implementing Model Parameterization Schemes

Four different variations of ice-ocean drag parameterizations were tested. These are summarized in Table 2. In the first two variations (labeled L11 and T14(I), respectively), direct measurements of the sea ice geometry (Section 3.3) were used to test the parameterization schemes proposed by Lu et al. (2011) and Tsamados et al. (2014) (Section 2.1) using default parameter values in each scheme. We introduce an alternative version of the Tsamados et al. (2014) scheme, labeled T14(II), which uses slightly modified geometry definitions and coefficient values, and still uses direct ice geometry measurements. Finally, the T14(III) variation...
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tested a combination of both physics and ice geometry parameterization from Tsamados et al. (2014), and thus is most comparable to modeling efforts where geometry measurements are not available.

The T14(II) scheme is a modification of the T14(I) scheme, introduced for this study. It still uses the direct measurements of sea ice geometry, but uses the relative definitions of keel depth and reference depth (see Section 2.1). Additionally, in T14(II), some of the parameters have been changed from their default values. The skin drag coefficient of resist-
ance ($c_s$) is replaced with Equation 12 and the roughness length associated with level ice bottom, $z_0i$ is replaced with a value of $1 \times 10^{-3}$ m, which is reflective of observations of ice with no significant morphology (McPhee, 2002; McPhee et al., 1999). With this $z_0i$ and a 10-m reference depth, the value of $c_s$ calculated for a 1-m ice draft is $2 \times 10^{-3}$, which is the same as in T14(I); however, the use of Equation 12 allows $c_s$ to vary slightly through the year as the ice draft changes seasonally, and gives it an explicit dependence on $z_{ref}$. By using this formulation $c_s$ is no longer a free parameter. Finally, the coefficients of resistance $c_f$ and $c_k$ have been replaced with values that provide the closest fit between parameterized and observed drag coefficient values when considered across all moorings. These values were found with multiple linear regression: first the values $c_f$ and $c_k$ in Equations 9a and 9b were set to 1, then resulting $C_f$ and $C_k$ from all moorings were regressed against the residual observed drag after subtracting the skin drag component, $C_o \sim C_f$: the regression coefficients

<table>
<thead>
<tr>
<th>Table 2</th>
<th>Summary of Parameters and Functions Used in the Parameterization Schemes Tested</th>
</tr>
</thead>
<tbody>
<tr>
<td>L11</td>
<td>T14(I)</td>
</tr>
<tr>
<td>$c_f$</td>
<td>1</td>
</tr>
<tr>
<td>$c_s$</td>
<td>2 x 10&lt;sup&gt;-3&lt;/sup&gt;</td>
</tr>
<tr>
<td>$z_{ii}$</td>
<td>n/a</td>
</tr>
<tr>
<td>$z_{ww}$</td>
<td>n/a</td>
</tr>
<tr>
<td>$m_w$</td>
<td>10</td>
</tr>
<tr>
<td>$s_i$</td>
<td>n/a</td>
</tr>
<tr>
<td>$S_c$</td>
<td>Equation 10b</td>
</tr>
<tr>
<td>$P_0$</td>
<td>n/a</td>
</tr>
<tr>
<td>$h_k$</td>
<td>meas. $h_{rel}$</td>
</tr>
<tr>
<td>$\ell_k$</td>
<td>meas.</td>
</tr>
</tbody>
</table>
| Abbreviation: n/a, not applicable; meas., measured (see Section 3.3).<sup>a</sup>parameters adjusted based on best fit to observations in this study.<sup>b</sup>using a relative reference depth ($z_{ref} - d_{ldl}$).
then gave the new values of $c_f$ and $c_k$ which were used in T14(II). While used as fitting parameters here, $c_f$ and $c_k$ should be reflective of the individual geometries of the floe edges and keels. For example, the value of $c_k = 0.4$ found with this method corresponds to a keel slope angle of 19.6° based on the fit to experimental results by Zu et al. (2020) (noting that their definition of $C_k$ introduces a factor of $\pi/2$ difference in values of $c_k$ compared to this study), which is close to the mean keel slope of first year ridges of $c_k = 26.6°$ found by Timco and Burden (1997), and the value of $c_k = 22°$ used in the parameterization by Tsamados et al. (2014). Note that the T14(II) scheme does not reflect a full optimization tuning of all of the available parameters, nor is it a rigorous fitting approach for $c_f$, $c_k$ (as discussed in Section 5.2).

As the ADCP measurements provide direct observations of ice geometry (Section 3.3), the parameterization of ice geometry (Section 2.2) is not necessary in order to implement Equation 9 in L11, T14(I), and T14(II). Instead, this allows us to separately test the physics parameterization (Section 2.1) and the geometry parameterization (Section 2.2). To do so, a final variation (T14(III)) is tested that uses the default parameter values from Tsamados et al. (2014) but instead of using the direct measurements of sea ice geometry, geometry statistics are estimated using bulk measurements and Equations 13 and 14.

Application of Equation 13 using ADCP measurements provides some challenges. The ice volume ($v_{adg}$) and areas ($a_{adg}$, $a_i$) in Equation 13 are fundamentally defined over a two dimensional area (i.e., within a model gridcell), but the ADCP draft measurements are one dimensional (along-drift). To adapt our measurements to apply Equation 13, we calculate $v_{adg}$, $a_{adg}$, and $a_i$ on a per-unit-width basis. However, the relative angles between the keel orientations and the direction of sampling (which is unknown) will cause an overestimate of the area or volume of the feature unless measurements are made perpendicular to the keels. Fortunately, this mismatch creates an equal bias for both volume and area calculations, so the ratio $v_{adg}/a_{adg}$ in Equation 13a is not impacted. However, due to crossing angle mismatch, extra care must be taken when calculating and interpreting $\ell_k$ from Equation 13b. If both keels and leads are linear features whose orientations follow the same statistical distributions, then the ratio $a_i/a_{adg}$ measured with along-drift data will approximate the true (two-dimensional) value if averaged over a sufficiently large sample of keels and leads. However, in full ice cover leads are relatively scarce while in the marginal ice zone it may not be appropriate to consider leads to be linear features. It is unclear whether one-dimensional sampling of $a_i$ will introduce any mean bias. For a uniformly distributed keel orientation, one-dimensional sampling will lead to a mean over-estimate of $a_{adg}$ by a factor of $\pi/2$. On that basis $a_{adg}$ are multiplied by a $2/\pi$ correction factor when applying Equation 13b.

4. Results

4.1. Seasonal and Spatial Variation of Ice-Ocean Drag

For all three moorings, the force-balance approach provided estimates for the ice-ocean drag coefficient, $C_{io}$, throughout the full annual cycle (Figure 6) even despite some winter data gaps (due to higher frequencies of internal stresses). These estimated values of the ice-ocean drag coefficient exhibit both spatial and seasonal variations.

Drag coefficients measured at SODA-A and SODA-B (the two southern moorings; Figure 2a) show a similar seasonal behavior. For both, the drag coefficients start at low values ($C_{io} \sim 2–3 \times 10^{-3}$), and steadily increase through the winter to a maximum in spring (April to May) before declining (Figures 6b and 6c). The decrease of $C_{io}$ is more gradual at SODA-B than SODA-A, and summertime minimum values at SODA-A are lower than at SODA-B (cf., Figures 6b and 6c). The timing of the shift from increasing to decreasing $C_{io}$ at these two moorings is roughly coincident with the change from net surface cooling to net surface heating in the atmospheric re-analysis data, which occurred in April to May.

In contrast, the record at SODA-C begins with an elevated drag coefficient ($C_{io} \sim 6 \times 10^{-3}$) which remains roughly constant from fall through spring (Figure 6a). After the shift to net atmospheric surface heating in Apr.–May, there may be a slight decline in $C_{io}$, but values are still elevated for some months, until there is a sharp drop in early to mid-July. This sudden drop in ice-ocean drag is associated with a similar sharp decline in both floe sizes (Figure 5c) and ridging intensity (Figure 5f), suggesting a dramatic ice breakup and melting event occurred.
At all three moorings, drag coefficient values from mid-winter to spring are similar to each other, and fluctuate near or above the canonical value of $C_{io} = 5.5 \times 10^{-3}$. However, differences between the moorings in fall and summer imply large-scale spatial gradients in the ice-ocean drag coefficient across the Beaufort Sea. Section 4.3 discusses morphological drivers of the observed seasonality in greater depth.

### 4.2. Evaluation of Parameterization Schemes

Ice-ocean drag coefficients calculated with all of the tested parameterization schemes (Table 2) show values and temporal variability that broadly match the values observed with the force-balance approach (Figure 6). This agreement indicates that variability of ice-ocean drag can be primarily explained by seasonal changes in the ice morphology and the associated skin/form drag contributions. Despite general success, some versions of the parameterization schemes are better performing. In particular, while the T14(III) scheme provides a reasonable match at all moorings in the early part of the record, it diverges significantly from the observations in the latter half of the record, and even reaches a maximum $C_{io}$ in summer/fall when the observations show a minimum. Figure 7 shows direct comparisons of the observed and parameterized values for each of the four test schemes. There is good agreement between the observed drag coefficients and those predicted by both L11 and T14(I) when $C_{io}$ are low ($\leq 5 \times 10^{-3}$); for higher values of $C_{io}$ ($\geq 5 \times 10^{-3}$), there is a roll-off of the modeled values (Figures 7a and 7b). Values from T14(II) follow the one-to-one line across the full range of $C_{io}$ (Figure 7c), while those from T14(III) are mostly above the one-to-one line and do not present any recognizable correlation with force-balance observations. A few notable outliers exist that are not described by any of the model schemes (e.g., high observed values of drag in mid-April at SODA-A; Figure 6a), potentially suggesting other sources of drag (e.g., internal wave drag) that cannot be explained by ice geometry variations alone; however, these points are fairly limited.
These statements are corroborated by quantitative assessments of model performance across all moorings (Table 3). Values from both L11 and T14(I) have weak correlations with observations ($r^2 = 0.13$ and 0.22, respectively). T14(I) has a slightly negative normalized bias (NBI; −0.08), while L11 is approximately unbiased. The T14(II) scheme has the best correlation of the four tests ($r^2 = 0.46$) and the lowest normalized root-mean-squared error (NRMSE; 0.31), though it also has a slightly negative normalized bias (−0.09). When considered over the full year, the T14(III) scheme is biased high (NBI of 0.31), has high NRMSE (0.57), and is uncorrelated with observations; however, if only the early part of the record (before May 2019) is considered, the fit is better ($r^2 = 0.17$, NRMSE = 0.35). Tests in which the observed drag coefficients and geometry statistics were determined using different window lengths (ranging between 1 and 14 d) all produce similar correlations as the 7-d windows presented (not shown), giving confidence that the parameterization schemes are appropriate over a wide range of scales.

4.3. Partitioning of Drag Components and Predictions of Ice Geometry

Parameterized ice-ocean drag coefficients are built up from three components: form drag on floe edges (Equation 9a), form drag on keels (Equation 9b), and skin drag (Equation 9c). Insofar as the ice-ocean drag...
coefficient is driven by ice morphology, examination of the partitioning of drag components allows us to better understand the impact of those morphological variations. In all four of the parameterization schemes tested, the ice-ocean drag coefficient in the winter is largely driven by form drag on ice keels ($C_k$). Skin drag ($C_s$) is generally much smaller, and does not show significant seasonal variation, and floe edge drag ($C_f$) becomes more important in the summer as the ice begins to melt and break apart into smaller floes. This general pattern qualitatively matches results from sea ice models (Martin, Tsamados, et al., 2016; Tsamados et al., 2014), but details vary from those model results.

For the three schemes that use direct measurements of the geometry (L11, T14(I), and T14(II)), the seasonality of $C_{io}$ is observed in Figure 6 is driven by seasonal growth and melt of ice keels, as seen by variation in $C_k$ (T14(I) and T14(II) are shown in Figures 8a–8f; L11 is very similar to T14(I) so it is not shown). The exact partition between $C_f$ and $C_k$ in these schemes depends on the values of the coefficients of resistance $c_f$ and $c_k$ (see Table 2), but the overall behavior is similar for the different schemes (cf., Figures 8a–8c and 8d–8f). At the southern moorings (SODA-A, -B), which start the timeseries in open water, there is initially only small contribution from $C_k$ and most of the drag is due to a combination of $C_f$ and $C_s$. As the number and size of keels grow through the year (Figure 5), so too does the contribution from $C_k$ (Figures 8b, 8c, 8e, and 8f).

At SODA-C, the timeseries begins in ice cover with established ridging, and $C_k$ is the main component of $C_{io}$ from the onset (Figures 8a and 8d). All three moorings have some small contributions to floe edge drag throughout the full year due to the presence of (potentially refrozen) leads. Following the onset of melting conditions, an increase in floe edge drag accompanies the decline of keel drag at all locations; however, the increased floe edge drag is not enough to compensate for the lack of keels at any of the moorings (Figures 8a–8f). This contrasts the modeling results from Tsamados et al. (2014) and Martin, Tsamados, et al. (2016), which show that floe edge drag is substantial during summer/fall. While not the main focus here, it is also noteworthy that keel decline varied between the three moorings: At both the southernmost mooring (SODA-A) and northernmost mooring (SODA-C), there was a fairly rapid drop in $C_k$ over the period of ~2 weeks in late June and early July, respectively, due to both decreased size and number of keels (Figures 5b and 5d); at SODA-B, the decrease in $C_k$ was more gradual. Note that at SODA-A and -B, where there was a strong seasonality in keel drag, growth of $C_k$ proceeded at a much slower rate than ice cover growth; at both moorings, ice concentration was close to 100% by early November (Figures 2c–2e), while $C_k$
remained relatively low through January. As such, it is unlikely that ice concentration based drag parameterizations (such as are suggested for atmospheric drag; e.g., Andreas, Horst, et al., 2010a) would ever be able to sufficiently capture observed seasonal variations in $C_{io}$.

The drag partition from the T14(III) scheme (Figures 8g–8i) differs from the results of the T14(II) scheme. While keel drag ($C_k$) is still the dominant contribution during winter, its seasonality is somewhat muted compared to T14(II) (compare $C_k$ in Figures 8d–8f with Figures 8g–8i). More striking are the differences in floe edge drag: $C_f$ is much higher in the T14(III) scheme at all moorings and times of the year, and in summer/fall the increase in $C_f$ outpaces the associated decrease in $C_k$. As a result, the T14(III) scheme has the largest value of $C_{io}$ in summer/fall, which conforms to previous model results (Martin, Tsamados, et al., 2016; Tsamados et al., 2014). While these differences can be partly attributed to the differences in coefficients of resistance between the two schemes ($C_f$ and $C_k$, see Table 2), the main difference arises from the fact that the T14(III) scheme does not use direct measurements of the sea ice geometry, and instead relies on parameterized geometry statistics (Section 2.2). In the early part of the record, before $C_f$ becomes large, the T14(III) scheme is comparable to the other parameterization schemes.

Differences in $C_f$ between T14(II) and T14(III) depend mainly on the floe aspect ratio, $d_{f0}/\ell_f$, while differences in $C_k$ depend on the ridging intensity, $h_k/\ell_k$. As shown in Figures 9a and 9d, neither of these ratios is well predicted by the parameterizations of ice geometry (Equations 13 and 14), with parameterizations...
overestimating the results in both cases. For the highest values of ridging intensity \((h_k/\ell_k \gtrsim 5 \times 10^{-3})\) predicted values fall near the one-to-one line but deviate substantially as observed values decrease (Figure 9a). As such, the overall magnitude of \(C_i\) values is not strongly modified by the over-prediction of ridging intensity, but the decreased range of variability of modeled values is responsible for the muted seasonality of \(C_i\) seen in the T14(III) scheme. Considering the separate roles of \(h_k\) and \(\ell_k\) in setting this ratio, the predictions of each individual variable have as much (or more) variability as observations (Figure 9b), but there is an apparent compensating effect between the two quantities. Predicted values of \(h_k\) and \(\ell_k\) vary roughly along lines of constant \(h_k/\ell_k\), while observations vary primarily across lines of \(h_k/\ell_k\).

The elevated levels of \(C_i\) seen in the T14(III) test result from parameterized values of the aspect ratio, \(d_{oil}/\ell_f\), being much greater than observations across nearly the full range of values (Figure 9d, black points), with a median factor of \(\sim 4\) times higher than the observed values. Differences between the observed and predicted aspect ratio are driven solely by differences in \(\ell_f (d_{oil} is not parameterized), which is generally underestimated by Equation 14 (Figure 9c). The relationship between floe lengths and ice concentration used in Equation 14 to predict \(\ell_f\) is an empirical result derived from a set of aerial photos of ice in the marginal ice zone in the Fram Strait (Lüpkes, Gryänik, Hartmann, & Andreas, 2012). However, a wide variety of factors set the size and density of floes (Roach et al., 2018) and so it is unlikely that such empirical relationships would be valid in different Arctic regions and all times of year. The mismatch in the seasonality of \(C_{ln}\) between observations and values predicted with the T14(III) parameterization arises mainly from this overestimate of aspect ratio. A modification to the parameters used in Equation 14 (to \(\ell_{f,min} = 18.4\) m, \(\ell_{f,max} = 1.730\) m, \(b_2 = 0.9\)) provided a much better to fit the floe length observations (Figures 9c and 9d, gray points). However, the applications of the T14(III) scheme using the modified parameters in Equation 14 still retained the seasonal mismatch in \(C_{ln}\) (not shown), albeit to a lesser degree (possibly due to the very wide variability around the fitted curve in Figure 9c, noting that the comparisons in Figure 9d are plotted on logarithmic axes).

5. Discussion

5.1. Comparison With Previous Drag Observations

The range of values reported for the ice-ocean drag coefficient are consistent with previous observations. Shirasawa and Ingram (1991) and Lu et al. (2011) collated observations of the ice-ocean drag coefficient from a wide set of historical studies (publication dates from 1970 to 1997). These studies indicate a broad range of measured values with extremes from as low as \(0.13 \times 10^{-3}\) (under land-fast ice in Hudson’s bay; Shirasawa et al., 1989) to the highest value of \(47 \times 10^{-3}\) (indirectly estimated based on fitting log-layer profiles to velocity measurements; Johannessen, 1970). The bulk of the studies summarized suggest drag coefficient values range from roughly 1 to \(20 \times 10^{-3}\). More modern studies based either on direct measurements (Cole, Timmermans, et al., 2014; Cole, Toole, et al., 2017; Randelhoff et al., 2014; Shaw et al., 2008) or force-balance approaches (Dewey, 2019; Heorton, Tsamados, et al., 2019; T. W. Kim et al., 2017; Randelhoff et al., 2014) provide similar limits. This study finds drag coefficient values from 1.3 to \(12.3 \times 10^{-3}\), which fall well within the conventional bounds, and the mean and median values are close to, but slightly below, the canonical drag coefficient value of \(5.5 \times 10^{-3}\) (Figure 10). The overall mean value of \(4.6 \times 10^{-3}\) in these observations is very similar to the average ice-ocean drag coefficient of \(4.7 \times 10^{-3}\) found by Dewey (2019) for the Beaufort Sea.

Cole, Toole, et al. (2017) present detailed analysis of surface momentum flux from four ice drift stations in the Beaufort Sea, each containing a cluster of autonomous instruments. The four clusters provide measurements spanning March–December 2014, nearly a full annual cycle. Their results show weekly median ice-ocean drag coefficients ranging from \(0.2\) to \(10 \times 10^{-3}\), with significant spatial and temporal variability (see their Figure 12). Their measured values of \(C_{ln}\) span a broader range than reported here, with minimum values an order-of-magnitude lower than ours (but similar maximum values). Nonetheless, there is good agreement with some of the qualitative behavior exhibited by the ice cluster measurements. Namely, despite strong spatial variation in the values of \(C_{ln}\), all of the ice clusters showed consistent seasonal variations in ice-ocean drag, with minimum values at the time of ice minimum (August to September) and maximum values in spring (April to June). Dewey (2019) find a similar seasonal cycle based on a force-balance approach to calculate \(C_{ln}\) from remote measurements in the Beaufort Sea over a 5-year period from 2011 to 2016: Basin-wide average \(C_{ln}\) show minimum values from July to October of each year. These patterns are
in agreement with our observations which show minimum ice-ocean drag coefficient values in fall (Figure 6). In contrast, pan-Arctic averages of $C_{io}$ from models incorporating a variable drag coefficient scheme (Section 2.1) show the opposite behavior (Martin, Tsamados, et al., 2016; Tsamados et al., 2014). In those models, the maximum value of $C_{io}$ occurs during the summer/fall season, driven by form drag on floe edges (Equation 9a). As described above (Section 4.3), seasonality in modeled values of $C_{io}$ may be a result of over predicted values of the floe aspect ratio, $d_{lvl}/\ell_f$.

With a few exceptions, direct observational estimates of the ice-ocean drag coefficient are made using point measurements of turbulent fluxes. In comparison to the force-balance approach used here, $C_{io}$ values derived from point measurements require far fewer assumptions about the ice dynamics (e.g., they are valid whether or not the ice is in free drift). However, these measurements are also inherently local and as such it is not clear how they scale to application across entire ice floes. For logistical reasons, measurements are typically made away from ice keels, so reported values of $C_{io}$ may under-represent floe- or regional-average values (McPhee, 2012). Randelhoff et al. (2014) provide a direct comparison between a force-balance approach to calculate ice-ocean drag (the procedure used here) and in situ measurements of turbulent fluxes. Their results showed that the force-balance approach produced ice-ocean stress estimates that were, on average, 3 times larger than direct measurements. They attribute the mismatch to unmeasured sources of drag (e.g., due to internal wave radiation; McPhee & Kantha, 1989), but it may also be due to horizontally varying and thus non-local turbulence. Similarly, application of the force-balance approach to the ice cluster data from Cole, Toole, et al. (2017) shows higher values of $C_{io}$ and decreased temporal variability compared to local measurements (Heorton, Tsamados, et al., 2019). While this may explain why the values of $C_{io}$ observed here have a much higher minimum value than those by Cole, Toole, et al. (2017), more work is needed to understand the inherent differences between direct point measurements and force-balance measurements of ice-ocean drag.

In comparing values of $C_{io}$ between different studies, it is important to consider the choice of reference depth used, which will impact the drag coefficient through depth variations of $u_*$. For example, repeating our analysis with a shallower reference depth of $z_{ref} = 6$ m yields slightly higher values of $C_{io}$ with an overall average of $5.2 \times 10^{-3}$ (compared to $4.6 \times 10^{-3}$ for $z_{ref} = 10$ m). Typically, values of $C_{io}$ are reported corresponding to either fixed reference depths near the ice bottom, thus in or near the logarithmic boundary layer, or they are reported using the underlying geostrophic current, $u_g$, as a reference velocity (Table 1 in Lu et al. [2011], lists reference depths used for a number of studies). Within the log-layer, $u_* \propto u_g$, so the application of the quadratic drag law is appropriate. However, beyond the logarithmic layer, the rela-
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tionship between stress and velocity in the ice-ocean boundary layer is not expected to be quadratic (e.g., McPhee, 2008, and references therein). If \( \mathbf{u}_g \) is used as a reference velocity, drag may be better described by Rossby Similarity Theory (Blackadar & Tennekes, 1968; McPhee, 2008), which accounts for the existence of an outer Ekman-like layer matched to an inner logarithmic layer (as has been observed in the ice-ocean boundary layer, e.g., Hunkins, 1966; McPhee, 1979). In this more general case, McPhee (1979, and others) find reasonable empirical agreement from an alternative power law form: \( |r_{rel}| \propto |\mathbf{u}_g - \mathbf{u}_f|^n \) where \( n \leq 2 \) (e.g., Cole, Toole, et al., 2017; find values of \( n \) ranging from 0.51 to 1.76). The use of a fixed reference depth of \( z_{ref} = 10 \text{ m} \) in the present study likely extends beyond the surface log-layer so the quadratic drag law is not strictly applicable. Nonetheless, tested parameterizations that assume a law-of-the-wall velocity profile \( \text{(T14(I), T14(II))} \) produce reasonable results (Figures 6 and 7). Furthermore, the relationship between stress and relative velocity seems to be well described by the quadratic drag law (Figure 3). This suggests a “fuzzy” transition between the inner logarithmic boundary layer and the outer Ekman-like layer such that the law-of-the-wall still provides a useful approximation for determining \( C_{uw} \). Likely, the use of a smaller reference depth that is closer to the base of the logarithmic boundary layer may increase the accuracy of the quadratic drag assumption (e.g., Park & Stewart, 2016; suggest a hybrid Rossby Similarity Theory using the quadratic drag law to model the inner boundary layer coupled to classic Ekman-layer dynamics for the outer layer).

5.2. Recommendations for Model Development

This study identifies some possible directions that future modeling work could focus on. The parameterizations here can be described as having two parts: one part that models the underlying physics (Equation 9; tested by schemes L11, T14(I), T14(II)), and a second part for the geometry (Equations 13 and 14; tested by scheme T14(III)). There are some opportunities for improvements in both of these parts; however, based on the results in Section 4.3, it is apparent that there is a more urgent need to improve descriptions of the sea ice geometry.

Translating bulk sea ice model outputs to the detailed geometry needed to apply Equations 9a–9c appears to be a particular challenge. Both the ridging intensity, \( h_{f/\ell_f} \), and the floe aspect ratio, \( d_{w0}/\ell_f \), are overpredicted by the parameterization schemes from Section 2.2 (see Figure 9). Some efforts are being made to directly model different aspects of the sea ice geometry (e.g., floe sizes, Roach et al., 2018; or keel statistics, Roberts et al., 2019), thus alleviating the need for geometry parameterizations. However, until such modeling schemes are widely implemented, there will be some value in improvements to existing geometry parameterizations.

The keel depth and spacing predicted from model outputs by Tsamados et al. (2014) (Equations 13a and 13b) are based on geometric arguments that are informed by measurements of sea ice sails and keels. In formulating those equations, the authors assume a uniform field of equally sized, shaped, and spaced non-overlapping ridges in each grid cell box. However, past measurements have shown that keel depth, width, and spacing are better described by statistical distributions (e.g., Davis & Wadhams, 1995; Hibler et al., 1972; Martin, 2007; Timco & Burden, 1997; Wadhams & Davy, 1986). Some improvement in the parameterizations could likely be made simply by considering the shape of these distributions. For example, using an exponential distribution to describe relative keel depths (per Wadhams & Davy, 1986), the total ice volume associated with keels will differ from that calculated with a uniform distribution by a factor of 2 when both distributions have the same mean keel depth. Figure 9b suggests that some of these geometry variables may be jointly distributed.

The mismatch between modeled and observed seasonal variations in ice-ocean drag coefficients is largely due to discrepancies in modeled floe lengths, \( \ell_f \) (Section 4.3). The floe length parameterization (Equation 14) is an empirical result relating \( \ell_f \) to \( A \) from aerial photographs of ice in the Fram Strait in the 1990s (Lüpkes, Gryanik, Hartmann, & Andreas, 2012). While Lüpkes, Gryanik, Hartmann, and Andreas (2012) developed this relationship for the marginal ice zone, its implementation by Tsamados et al. (2014) does not distinguish between marginal and pack ice (though the authors acknowledge a possible breakdown in winter conditions). Additionally, Lüpkes, Gryanik, Hartmann, and Andreas (2012) highlight that variability in the relationship between \( \ell_f \) and \( A \) points to other variable dependencies on floe sizes. Employed here, we are able to adjust the input parameters to Equation 14 to provide a better fit to the observed floe lengths (Figure 9c), suggesting that some general variability in the behavior of floe length may be modeled by some
form of that equation. However, there remains a significant amount of scatter in the observations (over orders of magnitude), and so even with the adjusted parameters the model floe edge drag is still too high during the ice melt season. Future development of empirically derived floe length parameterizations should, at minimum, include observations from across different Arctic regions based on modern ice conditions. Moreover, deterministic models for the evolution of floe size distributions (Horvat & Tziperman, 2017; Roach et al., 2018) highlight which other variables could be included in empirical fits. For example, rather than casting $\ell$ as a function just of $A$, it may be more appropriate to develop two-parameter empirical fits that also include the ice thickness. Further multi-parameter fits might consider the inclusion of wind speed, $|u|_d$ (which would have impacts both on sea ice welding and breakup by driving ice motion, and on surface wave conditions which can lead to fracture), and sea surface temperature (which is important for lateral growth and melt).

While better geometry schemes should be a focus, the improvement of the T14(II) scheme over the L11 and T14(I) schemes also show that minor modifications to the physics part of the parameterization scheme have the potential to increase the predictive skill. There are a number of changes between the schemes (see Table 2), however, most of the improvement is made by simply choosing more appropriate values of the coefficients of resistance $c_f$ and $c_s$. While those are chosen here with a slightly ad hoc fitting method (using multiple linear regression; see Section 3.4), determining appropriate ranges for these values is a subject of ongoing research (e.g., Zu et al., 2020). In addition to these coefficients, the parameterization schemes tested include a number of other constants whose values are not fully constrained that could be used to tune the modeled drag coefficients: $c_u$, $s_i$, $z_{uvw}$, $z_{is}$, $m_{ms}$.

Detailed optimization accounting for all free parameters or more rigorously fitting the values of $c_f$ and $c_s$ is deliberately not performed here. This choice is primarily driven by the fact that the tests here do not account for all of the physical processes that modify the ice-ocean drag coefficient. In particular, the parameterization schemes only model the neutral drag coefficient and do not account for variations due to buoyancy (which should be included as a correction term; e.g., Lüpkes & Gryanik, 2015), whereas the observed values of $C_o$ reflect the total drag, including non-neutral effects. Similarly, shallow surface stratification may act to partly decouple the sea ice motion from subsurface velocity measurements, especially during the melt season. Additionally, drag due to internal wave radiation is thought to be important in some oceanographic conditions (McPhee & Kantha, 1989; Pite et al., 1995) but is not included. Finally, the forms of the functions $P_o$ (Equation 11) and $c_i$ (Equation 12) are based on an assumed velocity profile that may not be suitable through the full reference depth; the logarithmic boundary layer at the ice-ocean interface is thought to be only ~2 m thick (e.g., Cole, Toole, et al., 2017; McPhee, 2002; Randelhoff et al., 2014; Shaw et al., 2008), which is much shallower than the 10 m reference depth used. The generally close match between parameterized values of $C_o$ (with T14(II)) and those determined through the force balance suggest that these effects may be small, but a thorough optimization of free parameters should be performed that considers these effects.

In addition to improvements in existing parameterizations, there has been some interest in simplified parameterization schemes for drag coefficients based solely on ice concentration (which have been applied for atmospheric drag; e.g., Andreas, Horst, et al., 2010a; Andreas, Persson, et al., 2010b; Lüpkes, Gryanik, Rösel, et al., 2013). While there is some value in such an approach, we recommend caution in the development of such schemes for the ice-ocean drag coefficient. The atmospheric drag schemes such as those by Andreas, Horst, et al. (2010a) focus on the effects of floe edges, and thus might work well when the sea ice concentration dominates form drag but less well when drag is dominated by ice ridges. Because of the different scales of both the boundary layer and the ridges at the ice-ocean boundary compared to the atmosphere-ice boundary, the influence of keels on ice-ocean drag may be much more important than the influence of ice sails on atmospheric drag. Thus, approaches for simplified modeling employed in atmospheric literature may not be appropriate to adopt for ice-ocean drag. The differing timescales for ridge intensity growth (relatively slow; Figure 5e) compared to ice concentration growth (relatively rapid; Figures 2d and 2e), along with the strong control of ridging intensity on the total ice-ocean drag (Section 4.3) means that concentration-based schemes are unlikely to be capable of representing ice-ocean drag. From the results of this study, we speculate that a simplified ice-ocean drag parameterization might be better described with a two-parameter scheme that includes both ice concentration and ice thickness.
5.3. Implications for Momentum Transfer Into the Ocean

We have focused on the efficiency of momentum transfer between the sea ice and the upper ocean; however, these questions exist in a broader context of the impact of sea ice on mediating total momentum flux between the ocean and the atmosphere. Conventional wisdom has been that sea ice dampens atmosphere-ocean momentum flux (Plueddemann et al., 1998; Rainville & Woodgate, 2009), and so an increase in open water will lead to an increase in momentum flux into the ocean (Rainville et al., 2011). However, other recent studies have suggested a more complex view (Dosser & Rainville, 2016; Martin, Steele, & Zhang, 2014; Martin, Tsamados, et al., 2016). Martin, Steele, and Zhang (2014) and Martin, Tsamados, et al. (2016) show that sea ice can either enhance or diminish momentum flux into the ocean depending on the interplay between internal ice stress and wind stress (which is amplified over the sea ice; e.g., Guest et al., 1995, and many others). A detailed accounting of the upper ocean response to the combined sea ice and atmospheric forcing is outside the scope of the current study; here we consider the potential for amplification or damping of momentum flux into the ocean by sea ice.

The equivalent drag coefficient, $C_{equiv}$ (Equation 7) provides a measure of the total momentum transfer efficiency between the atmosphere and the ocean as it is mediated by sea ice. To provide additional context for the observations, consider two limits for the value of $C_{equiv}$: (1) a “free-drift limit”, where $F_a = F_i = 0$ in Equation 6, so $\tau_{Wat} = \tau_{atm}$; (2) the atmosphere-ice stress, $\tau_{atm}$, is balanced by internal ice stress, $\nabla \cdot \sigma$, and $F_a$ is negligible, so $\tau_a = 0$. Then for each case the equivalent drag coefficient is given by:

\[
\text{case 1: } C_{equiv} = AC_{atm} + (1 - A)C_{ao}, \tag{15a}
\]

\[
\text{case 2: } C_{equiv} = (1 - A)C_{ao}. \tag{15b}
\]

Taking $C_{ao}$ as constant (an appropriate approximation for typical wind speeds), the two cases above provide formula for $C_{equiv}$ that are functions solely of ice concentration (noting application of an ice-concentration based parameterization scheme for $C_{ao}$). While these two cases are referred to as limits, they are not strict limits as both the role of acceleration terms ($F_a$) and the vector addition of terms in Equation 6 can either increase or decrease $C_{equiv}$ beyond these bounds.

Values of $C_{equiv}$ span a wide range, and the variability of observed values increases with increasing sea ice concentration (Figure 11). This increase in variability of $C_{equiv}$ with $A$ reflects the divergence of the two limits of $C_{equiv}$ introduced above, which both approach $C_{ao}$ as $A \to 0$ but either increase (Equation 15a) or decrease (Equation 15b) as $A$ increases. Results also show a separation of $C_{equiv}$ based on the wind factor ($|u|/|u|_i$). Points with a wind factor $\geq 2\%$ (defined as being in free drift) generally fall near the upper “free-drift limit” (as expected). This limit shows that in the absence of acceleration terms ($F_a$), ice in free drift will amplify the efficiency of stress transfer compared to open water; however, as $F_a$ also includes the Coriolis acceleration, $F_a$ is non-zero even at steady-state, introducing some additional variability. Points with wind factor below 2% cover a more broad range of values, but for low values (wind factor $\leq 1\%$), $C_{equiv}$ are generally bounded by Equation 15b. This shows that, as expected, the ice interaction force $F_i$ causes a reduction in momentum transfer relative to open-water conditions. Whether the net effect of the ice is to amplify or damp momentum transfer ultimately depends on the strength of this force.

Annual median values of $C_{equiv}$ were similar for each of the three mooring locations with a slight north-south trend: 1.69, 1.44, 1.34 $\times 10^{-3}$ for SODA-A, -B, and -C, respectively. This similarity reflects that increased open-water areas (which have a lower efficiency of momentum transfer) at the southern moorings may partly offset expected increases in winter $C_{equiv}$ due to free-drift conditions. However, because wind forcing also has strong seasonal variations with a winter maximum (e.g., Dosser & Rainville, 2016), long-term trends in the total momentum flux into the ocean ($\tau_{tot}$) will depend both on a balance of increasing open-water conditions and changing internal stress conditions in the winter.

Based on the 2%-rule, the wind factor ($|u|/|u|_i$) provides a first-order estimate of the extent of free drift conditions at each mooring. While only a rule-of-thumb, measured values of the wind factor showed asymptotic behavior supporting use of this rule: as the wind speed increased (i.e., as $\tau_{ao}$ becomes a dominant term in the force balance), wind factor values converged around 2%; bin-average values of the wind fac-
Equivalent drag coefficient $C_{\text{equiv}}$ (Equation 7) as a function of sea ice concentration (from ERA5). Points show all hourly values from all moorings, colored by wind factor (log-scale; gray points had no measurable $u_i$), while black circles show bin-median values by sea ice concentration. The red and blue lines show the limit cases discussed in the text: red is Equation 15a; blue is Equation 15b.
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Conclusions

Using a force-balance approach to estimate the ice ocean drag coefficient, $C_{\text{io}}$, the annual cycle of the efficiency of ice-ocean momentum transfer is inferred from mooring observations. These estimates compare favorably with drag coefficients using parameterization schemes, based on measured statistics of ice geometry, as well as with previous observations of ice-ocean drag. We summarize the main contributions of the study as follows:

1. The ice ocean drag coefficient, $C_{\text{io}}$, varied seasonally. Variations were more pronounced for the moorings in the seasonal ice zone compared to the mooring that was ice-covered through the full year (Figure 6), suggesting that the enhanced seasonality of the Arctic ice pack is directly influencing seasonality in $C_{\text{io}}$. This manifested as a decrease in $C_{\text{io}}$ in the summer and fall, driven by changes in intensity of ridged ice (Figure 8). Wintertime mean values of $C_{\text{io}}$ were similar to, or higher than, the canonical value of $5.5 \times 10^{-3}$ (up to a maximum of $12.3 \times 10^{-3}$), but summer and fall values at SODA-A and -B (which may be more representative of future conditions) were as low as $\sim 1.3 \times 10^{-3}$ (Figure 10). The observed seasonality agrees with previous observational studies in the Western Arctic (Cole, Toole, et al., 2017; Dewey, 2019), but contrast with pan-Arctic model results (Martin, Tsamados, et al., 2016; Tsamados et al., 2014).
2. Geometry-based drag parameterizations reproduce many of the spatial and temporal variations of ice-ocean drag, provided that the ice geometry is known (Figures 6 and 7). Slight modifications to the existing parameterization schemes produce the most favorable results (T14(II); Figure 7c), but a full optimization of all free parameters has yet to be performed (and should account for non-neutral conditions and differences in boundary layer structure). Parameterization of the ice geometry (T14(III)) appears more challenging (Figure 7d), particularly predicting the correct floe sizes (impacting the total floe edge drag, Figures 8g–8i). The mismatch in seasonality of ice-ocean drag between observations (Cole, Toole, et al., 2017; Dewey, 2019, and the present study) and models (Martin, Tsamados, et al., 2016; Tsamados et al., 2014) is likely a direct result of the difficulties in predicting floe aspect ratios using bulk parameters. Despite these challenges, the scheme that included ice geometry parameterization (T14(III)) still provided reasonably predictions of the ice-ocean drag prior to ice breakup in the spring/summer (Figure 6, red lines).

3. In the seasonal ice zone, ridging intensity grows relatively slowly compared to the growth of ice concentration (compare Figures 2d and 2e with Figure 5f). As a result, approaches for simplified ice concentration-based parameterization schemes that have been successful for calculating atmospheric drag (e.g., Andreas, Horst, et al., 2010a; Andreas, Persson, et al., 2010b) may not be the correct approach for drag at the ice-ocean interface. It is unlikely that schemes based solely on ice concentration will be able to adequately capture variations in ice-ocean drag during the ice growth season.

4. The presence of sea ice causes a net amplification of the efficiency of stress input to the ocean compared to open water (Section 5.3) which we attribute to the prevalence of free drift conditions (including intermittently during full ice cover). Our measurements support the notion of an “optimal ice concentration” for momentum transfer (Martin, Steele, & Zhang, 2014; Martin, Tsamados, et al., 2016), but suggest the value of the optimal concentration has high sensitivity to the parameterization of the atmosphere-ice drag coefficient, $C_{ai}$ (Figure 11). A comparison between moorings indicates that free drift conditions are more common to the south, and thus may become more common throughout the Beaufort Sea in the future, with a net trend of amplified coupling between the atmosphere and the ocean.

The capability of models to represent the coupled atmosphere-ice-ocean system continues to evolve. Despite mismatches in predictions of ice geometry statistics which are used as inputs, the general success of the parameterization schemes described here gives greater confidence in our ability to use modeled results...
to learn about the “new Arctic”, provided that methods can be developed to account for those mismatches. New sea-ice modeling schemes may be able to directly represent floe size distributions (Roach et al., 2018) or keel statistics (Roberts et al., 2019), reducing the need to redefine parameterizations of sea ice geometry. As model parameterizations of ice-ocean drag evolve, it will become important for users who apply those schemes to choose a framework that matches the model application, including an appropriate choice of reference depth, $z_{ref}$. For example, for an upper-ocean mixing study that uses $\tau_o$ as a surface boundary condition it may be most appropriate to use a value of $C_o$ consistent with drag at the base of the surface log-layer, or to choose $z_{ref}$ in Equation 9 corresponding to the shallowest resolved ocean model level. Drag in a large-scale ice drift model driven by geostrophic ocean currents may be better described by Rossby Similarity Theory (Blackadar & Tennekes, 1968; McPhee, 2008) than by a quadratic drag law; though linking the “effective” roughness length used in that theory to statistics of large scale geometric features remains an open problem. Finally, differences between drag values measured at the different mooring sites indicates that variations in ice morphology may lead to large-scale spatial gradients in the ice-ocean drag, and consequently the surface momentum flux into the ocean, which may have important consequences for studies of large-scale Beaufort Sea circulation (e.g., gyre equilibrium and freshwater storage; Armitage, Manucharyan, et al., 2020; Meneghello et al., 2018; Timmermans et al., 2018).
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