1. Introduction

Recent studies suggest that the severity and frequency of extreme events in global and regional systems have been increasing, and these changes are potentially related to anthropogenic climate change [Coumou and Rahmstorf, 2012; Hansen et al., 2012; Rahmstorf and Coumou, 2011]. Record drought, extreme warm anomalies, extreme low sea-ice extent, anomalous rainfall, and a super hurricane have been reported around the globe in 2011–2012 [Peterson et al., 2013]. In the coastal ocean off the Northeast U.S., the sea surface temperature (SST) in the first half of 2012 was the highest on record (Figure 1) [Friedland, 2012]. The magnitude of the anomaly was 3–4°C and exceeded 3 standard deviations (Figure 2) in the Gulf of Maine (GoM) and the Middle Atlantic Bight (MAB). In addition, Gawarkiewicz et al. [2012] reported near-bottom temperature anomalies exceeding 4°C in November–December 2011 in the outer shelf near the southern flank of Georges Bank. The temperature change resulted in significant impacts on the marine ecosystem [Mills et al., 2013], such as an observed northward shift in the distribution of Atlantic cod in this region [Friedland, 2012]. Commercial fishermen also reported an increased abundance of squid in the summer of 2012, as well as the appearance of warm water species not previously seen off southern New England such as cobia and grouper [Gawarkiewicz et al., 2013]. Understanding the cause of such an extreme event on the coastal ocean and unraveling the underlying dynamics are important for better fisheries management and adaptation during a time of rapid change, as well as for exploring the seasonal predictability of the thermal structure in the coastal ocean.

Chen et al. [2014a] recently identified a significant covariability between the winter atmospheric jet stream latitude and ocean temperature anomalies on the continental shelf in the MAB over the last 30 years. For example, the jet stream latitudinal position along 70°W was at an extreme northern position in 2012. Using
available observations, they found that the anomalous air-sea heat flux associated with the northward shift of the jet stream reduced the cooling rate of the ocean during the winter of 2011–2012, and that the SST anomalies in the spring of 2012 exhibited an intraseasonal oscillation strongly correlated with the jet stream latitude variability. This work indicates that air-sea heat exchange plays an important role in regulating heat content on the shelf. However, previous studies have demonstrated that long-term changes in ocean temperature in the region are best explained by along-shelf ocean advection [e.g., Lentz, 2010; Shearman and Lentz, 2010]. In addition, shelf-slope exchange processes at the edge of the continental shelf [e.g., Chen et al., 2014b; Garvine et al., 1989; Gawarkiewicz et al., 2004], particularly under the strong influence of the Gulf Stream [Gawarkiewicz et al., 2012], are another potentially important player in determining the shelf temperature budget. The limited availability of in situ observations has hampered a complete quantification of the heat budget on the northeast U.S. continental shelf. In particular, the relative size of air-sea heat flux, along-shelf advective heat flux, and cross-shelf edge heat exchange remains unclear due to the complexity of processes contributing to temperature changes in the coastal ocean. This also hindered the understanding of the relative contributions from the atmosphere and the ocean on the coastal warming event in the winter of 2011–2012.

In this study, we conduct numerical modeling to unravel the dynamics underlying the extreme warming in the Northeast U.S. coastal ocean. Specifically, we quantify the heat balances in the GoM and the MAB and quantify the relative contributions between the air-sea flux and the ocean advective heat flux during the extreme warm anomaly in 2012. Better understanding of this unprecedented event will provide insights into the interannual variability of temperature in the Northeast U.S. coastal ocean.

We provide, in section 2, a description of the model configuration, the forcing, and the data used for the verification of the model thermal structure. The performance of the model is evaluated in section 3 with
2. Model Configuration and Data for Comparison

2.1. Model Setup and Numerical Treatment

The modeling philosophy is to design a realistic regional model that is able to capture the circulation dynamics on the shelf with imposed mesoscale circulation in the open ocean. The imposed realistic mesoscale variability in the open ocean is based on a combination of a data-assimilative global ocean model output and a temporal mean field from an observational climatology. The open boundary conditions of a realistic regional ocean model are intrinsically ill-posed (due to incomplete knowledge of the ocean outside the model domain), and the length scales of nonlinear mesoscale dynamics in the open ocean ($O(100 \text{ km})$) are not much smaller than the spatial coverage of our regional model (Figure 2). Therefore, resolving the exact mesoscale circulation in the open ocean for a particular time period is difficult for the regional model. Our approach (introduced below in this section) of imposing mesoscale variability in the open ocean from a data-assimilative global model circumvents this difficulty and allows the realistic mesoscale circulation in statistical measures of the mismatch between the model results and observations. Section 4 discusses the heat balance of the Northeast coastal ocean during 2011–2012. Section 5 focuses on the diagnostics of the temperature anomaly and reveals the interplay of the atmospheric and oceanic processes. A summary is provided in section 6.
the open ocean to influence the simulated shelf processes. This meets the objective of this study to quantify the temperature budget on the shelf.

The model utilized in this study is a shelf-wide ocean circulation model, based on the hydrostatic Regional Ocean Modeling System (ROMS). The ROMS is a free-surface, primitive equation model in widespread use for estuarine, coastal, and basin-scale ocean applications (www.myroms.org/papers). ROMS employs split-explicit separation of fast barotropic and slow baroclinic modes and is formulated in vertically stretched terrain-following coordinates using algorithms described in detail by Shchepetkin and McWilliams [2005] and Haidvogel et al. [2008]. A redefinition of the barotropic pressure-gradient term [Shchepetkin and McWilliams, 2005] is also applied in ROMS to reduce the pressure-gradient truncation error. Our regional model domain encompasses both the MAB and GoM (hereinafter, MABGOM model), bounded by Cape Hatteras in the southwest and Nova Scotia in the northeast (Figure 2). The model’s horizontal resolution is 10 km in the along-shelf direction, and 6 km in the cross-shelf direction. Vertically, there are 36 terrain-following levels in the water column with higher resolution near the surface and bottom in order to better resolve ocean boundary layers. A generic-length scale (GLS) turbulent mixing closure $k$-$\epsilon$ scheme [Warner et al., 2005] was used to calculate vertical mixing, and bottom stress was computed using a quadratic method with a drag coefficient of 0.003.

For the surface forcing of the model, we employ a scheme that combines air-sea flux calculated using bulk formulae and a surface thermal correction based on high-resolution SST maps. This scheme has been applied previously to provide realistic forcing of air-sea exchange [Chen and He, 2010]. The bulk formulae calculation [Fairall et al., 2003] is based on three hourly and 35 km resolution meteorological data (surface winds, air temperature, air pressure, relative humidity, short wave radiation, long wave radiation, cloud coverage, and precipitation) from the National Center for Environment Prediction (NCEP) North America Regional Reanalysis (NARR). This calculation provides large-scale variability in the fluxes of momentum and buoyancy at the ocean surface but is incapable of reproducing some fine scale structures due to low spatial resolution of the meteorological data. To compensate for this deficiency in the surface forcing, the surface thermal correction adjusts the surface heat flux based on the difference of the model SST and the 1 km resolution Multi-scale Ultra-high Resolution (MUR) SST. The adjustment time scale is 3 h, consistent with the temporal resolution of the NARR product. Additional sensitivity experiments with shorter and longer (including indefinite) adjustment time scales indicate that the major results discussed in sections 4 and 5 are not sensitive to the adjustment time scale.

Fresh water runoff from nine major rivers in the region was also imposed. These include the St. John, Penobsicot, Kennebec, Androscoggin, Merrimack, Connecticut, Hudson, Delaware, and Potomac Rivers. For each river, United State Geological Survey (USGS) real-time runoff measurements were used to specify freshwater volume transport and temperature.

The model initial conditions are extracted from a product that combines the mesoscale variability from a data-assimilative global ocean circulation model, Hybrid Coordinate Ocean Model [Chassignet et al., 2006] plus Navy Coupled Ocean Data Assimilation (HYCOM/NCODA), with the background mean fields from the temperature and salinity climatology of the World Ocean Atlas (WOA) 2013. The HYCOM/NCODA data set (publicly available at: https://hycom.org) provides daily prognostic ocean state variables on a 1/12° horizontal grid with 33 depth levels. Due to the limitation of grid resolution and missing dynamics (e.g., river inflow) of global models in the coastal region, the HYCOM/NCODA data set has a systematic temperature and salinity bias, particularly on the continental shelf. We corrected the HYCOM/NCODA data against the temperature and salinity climatology from the World Ocean Atlas (WOA) 2013. Removing the mean bias is especially important in this study in which we aim to diagnose the temperature budget on the shelf. WOA 2013 provides a climatology for 1955–2012 and also a climatology for 2005–2012. We found that correction of temperature and salinity based on the 2005–2012 climatology gave more realistic results, as the HYCOM/NCODA data set we used is for 2004–2014. This correction is particularly important considering the long-term warming trend in the Northeast coastal ocean (Figure 1). In the correction, the climatological monthly means of temperature and salinity from the HYCOM/NCODA data set were replaced by climatological monthly means from the WOA while the variability, i.e., the deviations from the climatological mean, was retained. Similarly, the mean dynamic height and associated geostrophic transport were computed along the southwestern and northeastern boundaries based on the WOA monthly mean temperature and salinity. Then, the monthly mean dynamic height and geostrophic transport from HYCOM/NCODA were corrected...
by their counterparts from the WOA climatology. In doing so, we remove the mean biases in the hydrography used for the boundary condition in a dynamically consistent way.

Temperature and salinity from the open ocean (deeper than 2000 m) in the MABGOM model were nudged back to the corrected, four dimensional temperature/salinity field from HYCOM/NCODA. The nudging time scale is 2 days at the open boundary and increases linearly to a very long time scale (1000 days) at the 2000 m isobath, which results in nudging strength decreasing gradually from the open boundary toward the interior. No nudging was applied in regions of water depth shallower than 2000 m. Generally, the data-assimilative HYCOM/NCODA provides good estimates of the mesoscale variability in the open ocean, particularly on the formation of Gulf Stream meanders and the location and intensity of warm core rings in the Slope Sea. With the temperature and salinity nudging in the Gulf Stream/Slope Sea region, the model is able to realistically capture the meandering of the Gulf Stream and the hydrography in the Slope region and is able to provide vital information for estimating the cross-shelf heat flux. The 2000 m isobath generally follows the orientation of the shelf break (~200 m isobath), and the distance between the shelf break and 2000 m isobath varies from 50 to 70 km, larger than the characteristic spatial scales (10–30 km) in this region [Todd et al., 2012]. Therefore, the nudging only constrains conditions in the open ocean and allows dynamical processes to evolve freely exchanging water masses between the open ocean and the shelf.

Subtidal free-surface and 2-D momentum boundary conditions of the MABGOM model were derived from the corrected HYCOM/NCODA fields using an explicit Chapman [Chapman, 1985] and Shchepetkin scheme [Mason et al., 2010], plus M2 tidal harmonics from an Advanced Circulation Model for Oceanic, Coastal and Estuarine Waters (ADCIRC) tidal simulation of the western Atlantic [Luettich et al., 1992]. An Orlanski-type radiation [Orlanski, 1976] boundary condition was used for 3-D state variables.

Focusing on the extreme warming event during winter 2011–2012, we performed a hindcast simulation from September 2011 to December 2012, covering the anomalous conditions during winter-spring [Chen et al., 2014a]. To quantify the mean conditions, we also ran the MABGOM model for 10 years continuously from 2004 to 2013, using the same configuration as the 2012 run, to produce long-term means of fluxes that are representative of normal conditions.

2.2. Data

Three gridded SST data sets were used to characterize the warm anomaly in 2012 (Figures 1 and 2). The first data set is the Hadley Center Sea Ice and SST (HadISST) version 1 from UK Met Office Hadley Centre for Climate Prediction and Research. HadISST is a combination of data from the Met Office Marine Data Bank (mostly ship tracks), Global Telecommunications System (GTS), International Comprehensive Ocean-Atmosphere Data Set (ICOADS), and Advanced Very High Resolution Radiometer (AVHRR) satellite SST using optimal interpolation [Rayner et al., 2003]. The data are available monthly from 1870 to the present with a spatial resolution of 1° × 1° [http://www.metoffice.gov.uk/hadobs/hadisst/]. The second data set is the Extended Reconstructed Sea Surface Temperature version 3b data (ERSSTv3b) from the National Oceanic and Atmospheric Administration (NOAA) Earth System Research Laboratory. The data are combinations of ICOADS ship and buoy data and NCEP GTS SST [Smith et al., 2008] and are available monthly from 1854 to the present on a 2° × 2° grid [http://www.esrl.noaa.gov/psd/data/gridded/data.noaa.ersst.html]. The third data set is the NOAA Optimum Interpolation SST, based on AVHRR satellite measurements [Reynolds et al., 2007] and is available daily from 1981 to the present at 1/4° resolution [http://www.ncdc.noaa.gov/sst/].

We also use the Multi-scale Ultra-high Resolution (MUR) SST from Jet Propulsion Laboratory (JPL) for surface thermal correction (see section 2.1). MUR SST is part of the Group for High Resolution Sea Surface Temperature (GHRSSST) and provides 1 km gridded data from 2002 to present on a daily basis. Near-surface temperature data from 4 National Data Buoy Center (NDBC) buoys within the MAB and GoM (see Figure 2 for the locations) are used to compare against the model simulation. These buoys are located in the GoM (44005), on the continental shelf near Nantucket (44008), Long Island (44025), and Virginia Beach (44099). Temperature and salinity profiles from the Ecosystem Monitoring (ECOMON) program of the NOAA Northeast Fisheries Science Center (NEFSC) are also used. ECOMON surveys are conducted 6–7 times per year, providing valuable hydrographic data with fairly complete coverage of the continental shelf in the region (Figure 2).
3. Model-Data Comparison

Extensive model/observation comparisons in a previous study using the similar model configuration indicate that the MABGOM model is able to successfully reproduce the temporal and spatial variability of the regional circulation during 2004–2013 [Chen and He, 2014]. In the previous studies, the MABGOM model successfully provided open boundary conditions for a higher-resolution model [Chen and He, 2010] that focused on MAB shelfbreak processes.

For this study, we further validated the model against available observations during 2011–2012. To realistically simulate the shelf thermal structure and its evolution, we first compare the model solution against temperature measured at four NDBC buoys. The water temperature recorded at the buoy represents the temperature in the upper water column as opposed to skin temperature. This is comparable to the temperature in the top layer of the model. As shown in Figure 3, our model hindcast accurately reproduced both the seasonal cycle and much of the short-term fluctuations of surface temperature during 2011–2012. Linear correlation coefficients range from 0.976 to 0.996, above the 99% confidence level. In particular, the model clearly captures the intraseasonal oscillations of surface temperature in March–May 2012. For comparison, we also show the surface temperature records during the same period of 2008–2009, during which the thermal condition in the GoM and the MAB is close to the long-term mean. Again, the model successfully captures the surface thermal conditions with correlations above 0.97, significant at the 99% confidence level. Of interest is the large interannual change of surface temperature between the two periods: during the winter of 2011–2012, the surface water did not cool as much as in 2008–2009, and the maximum temperature difference is \(\sim 5^\circ\)C. The preceding thermal conditions in winter 2011–2012 favored the warming in the following season. The anomalously positive air-sea heat flux in spring 2012 further induced the record warm condition in the first half of 2012 [Chen et al., 2014a].

Figure 3. Comparison of surface temperature between NDBC buoys (blue and cyan) and the model (red and magenta) at four NDBC buoys during 2008–2009 and 2011–2012. Time series during 2011–2012 (red and blue) and 2008–2009 (magenta and cyan) are both plotted for comparison. Linear correlation coefficients between the modeled and observed time series (r1 for 2011–2012 and r2 for 2008–2009) are shown.
A more rigorous way to validate the performance of the model is to compare the subsurface hydrographic profiles (Figure 4). The temperature and salinity profiles were sorted in a time-ascending order. The first profile was taken on 1 November 2011, and the last profile was on 31 May 2012. Note that the spatial locations of the profiles vary, so the profiles shown in Figure 4 do not represent seasonal evolution at a specific location. The thermal structure on the Northeast continental shelf has strong spatiotemporal variations, and the model captured this characteristic very well. Over the water column, the model underestimated the temperature by less than 1°C, mostly at depths below 50 m, and the temperature bias decreases toward the surface. Root-mean-square error (RMSE) of the model ranges from less than 1°C at the ocean surface to ~0.2°C around 80 m and deeper. The overall RMSE is 1°C between the observation and model, which is consistent with the performance of state of the art non-data-assimilative models [Wilkin and Hunter, 2013]. Similarly, the model also captures the observed spatiotemporal variation of salinity over the water column during winter-spring of 2011–2012. Salinity bias of the model is close to 0 in the upper 100 m and is less than 0.3 in deep water. Salinity RMSE decreases from ~0.5 at the surface to ~0.2 at 200 m. For all realizations, the salinity RMSE of the model between the model and observations is 0.5, which again represents a similar model skill as other numerical models for this region.

4. Depth-Averaged Temperature Budget

An earlier study suggested that the shelf-wide warm anomaly started in November 2011 and continued into the first half of 2012 [Chen et al., 2014a]. In particular, the positive (i.e., from atmosphere to ocean) heat flux anomaly induced by the northward shift of the jet stream reduced the seasonal cooling rate of ocean temperature in the winter of 2011–2012. This anomaly in air-sea fluxes during winter preconditioned the extreme ocean warming in the spring of 2012. Based upon these findings, it is important to investigate the temperature budget during the winter (cooling) and spring (warming) periods.
The calculation of oceanic heat transport (unit: W) across a nonclosed section requires a reference temperature (temperature scale, Kelvin or Celsius) [Hall and Bryden, 1982; Montgomery, 1972], and comparison of heat transport between two different stand-alone sections is less meaningful [Schauer and Beszczynska-Möller, 2009]. In the following, our calculations focus on the temperature budget diagnostics on the control volumes of the GoM and MAB, thus the ocean advective heat flux (W m\(^{-2}\)) across lateral boundaries can be directly compared. For the convenience of discussion, we transform and refer the advective heat flux to depth-averaged temperature advection (\(^{\circ}\text{C} \text{s}^{-1}\)), as well as volume-averaged temperature advection (\(^{\circ}\text{C} \text{s}^{-1}\), section 4) and temperature transport (\(\text{C} \text{m}^3 \text{s}^{-1}\), equation (5)). Since these terms are diagnosed for the budget closure of the control volume, they can be discussed equivalently without ambiguity.

Neglecting horizontal diffusion, the depth-averaged temperature balance can be written as

\[
\frac{1}{H} \int_{-h}^{0} \left( \frac{\partial T}{\partial t} \right) dz + \frac{1}{H} \left[ \int_{-h}^{0} (\mathbf{u} \cdot \nabla T) dz + \int_{-h}^{0} w \frac{\partial T}{\partial z} dz \right] = \frac{Q}{\rho C_P h}
\]  

(1)

where \(T\) is four-dimensional temperature, \(\mathbf{u}\) is the horizontal velocity vector, \(w\) is the vertical velocity, \(H = h + \eta\) is the total local water depth (while \(h\) is bottom depth and \(\eta\) is surface elevation), \(Q\) is the net air-sea heat flux, \(\rho\) is water density, and \(C_p\) is the specific heat capacity. Equation (1) can be expressed as

\[
T_{\text{rate}} = Q_{\text{air}} + Q_{\text{adv}} + Q_{\text{hadv}}
\]  

(2)

and then temporal integration of (2) gives

\[
dT = Q_{\text{air}T} + Q_{\text{adv}T} + Q_{\text{hadv}T}
\]  

(3)

where \(T\) is the depth-averaged temperature, \(Q_{\text{air}} = \int_{0}^{T} Q_{\text{air}} dt', Q_{\text{adv}} = \int_{0}^{T} Q_{\text{adv}} dt', Q_{\text{hadv}} = \int_{0}^{T} Q_{\text{hadv}} dt' = -\frac{1}{H} \int_{0}^{T} \int_{-h}^{0} (\mathbf{u} \cdot \nabla T) dz dt',\) and \(Q_{\text{hadv}T} = \int_{0}^{T} Q_{\text{hadv}T} dt' = \frac{1}{H} \int_{0}^{T} \int_{-h}^{0} w \frac{\partial T}{\partial z} dz dt'.\)

The budget is examined in terms of both instantaneous time rate of change (equation (2)) averaged separately over the cooling and warming period (Figure 5) and the cumulative change (equation (3)) since 1 November 2011 (Figure 6). Note also that the temperature budget is based on the total values including the mean seasonal cycle. Contribution from the neglected term in the temperature budget is small as can be seen from the dashed curve in Figure 6.

During November 2011 to February 2012, the entire water column on the Northeast continental shelf was cooling, primarily reflecting the mean seasonal cycle (Figure 5). The cooling rate (\(T_{\text{rate}}\)) ranges from \(-0.01^{\circ}\text{C} \text{d}^{-1}\) in the central GoM to \(-0.07^{\circ}\text{C} \text{d}^{-1}\) on Georges Bank and the shallower middle to inner shelf in the MAB. The spatial pattern of the net air-sea heat flux (\(Q_{\text{air}}\)) largely resembles the time rate of change of depth-averaged temperature. This indicates that the water temperature is primarily a one-dimensional balance, consistent with the findings of previous studies in the region [Brink et al., 2009; Lentz et al., 2003]. Compared to \(T_{\text{rate}}\) and \(Q_{\text{air}}\), the horizontal advective heat flux (\(Q_{\text{hadv}}\)) during the cooling period shows more spatial variability. Ocean advection was warming most parts of the inner shelf as a result of the positive temperature gradient from the inner shelf to the outer shelf during this time of the year. In contrast, the horizontal advection was cooling the water column over the outer shelf, the southern flank of Georges Bank and the central GoM.

In the following warming period (March–May 2012), the warming rate of the water column varies from \(0.01^{\circ}\text{C} \text{d}^{-1}\) in the eastern GoM and outer shelf in the MAB to \(0.06^{\circ}\text{C} \text{d}^{-1}\) on the inner shelf and Georges Bank. Similarly, this spatial pattern is largely controlled by \(Q_{\text{air}}\). During this period, the ocean advective heat flux was cooling most of the region with magnitudes of \(0.01–0.2^{\circ}\text{C} \text{d}^{-1}\).

Considering the spatial differences in each term, we further investigate the cumulative heat balance in five subregions (Figure 6). The subregions are selected based on the NEFSC survey polygons, including GoM East, GoM West, Georges Bank, MAB North, and MAB South (Figure 5d). In all subregions, the temperature change over the seasonal time scale is largely controlled by the net air-sea heat flux, especially in the western GoM. From November 2011 to March 2012, the air-sea heat flux was cooling the water column. Ocean advective flux, being smaller in magnitude, also contributed to the cooling. Therefore, \(dT\) is larger than \(Q_{\text{air}T}\).
during this period. However, during the subsequent warming season, ocean advection was cooling the water column in all subregions, counteracting the air-sea heat flux. This confirms the dominant role the atmospheric forcing played during the extreme warming event of 2011–2012 [Chen et al., 2014a].

5. Temperature Anomaly Diagnostics

The analysis in section 4 focused on the total temperature budget during 2011–2012, and the information of the mean seasonal cycle was retained. Therefore, the signals of the mean seasonal cycle dominated the changes in temperature. To better understand what roles the atmosphere and ocean played in producing such an extreme warm anomaly, we need to focus on the temperature anomaly diagnostics, i.e., the deviations from the climatological mean seasonal cycle. Therefore, knowledge of the normal (long-term mean) conditions of both air-sea heat flux and ocean advective heat flux is necessary. We use the mean condition from the 10 year hindcast as the reference to compare with the warm anomaly in 2011–2012. We will focus on the GoM and the MAB separately (see the black dashed lines for the geographic boundaries in Figure 2). For a control volume, the volume-averaged temperature budget can be approximated as

\[ \dot{T}_{\text{rate}} = Q_{\text{adv}} + Q_{\text{air}} \]  

where \( \dot{T}_{\text{rate}} \) is the time rate of change term for volume-averaged temperature and \( \dot{Q}_{\text{air}} = \frac{1}{V_0} \int_{V_0} \int_{V_0} (Q_{\text{air}} H) dxdy \) and \( Q_{\text{adv}} = \frac{1}{V_0} \int_{V_0} \int_{V_0} (Q_{\text{adv}} H) dxdy \) are the volume-averaged (over \( V_0 \)) terms for air-sea heat flux and ocean advective heat flux, respectively.

Figure 5. Depth-averaged temperature budget terms on the continental shelf (shoreward of the 200 m isobath) in terms of instantaneous rate of change averaged for cooling and warming periods during 2011–2012, respectively, based on equation (2) in the text: (a, d) time rate of change (\( \dot{T}_{\text{rate}} \)), (b, e) net air-sea heat flux (\( Q_{\text{air}} \)), and (c, f) horizontal ocean advective flux (\( Q_{\text{adv}} \)). In each figure, NEFSC survey polygons are shown in gray, with the respective subregions defined in Figure 5d.
In the GoM, the 10 year mean time rate of change of the volume-averaged temperature ($T_{rate}$) varies from 0.04°C/d in June–July to −0.05°C/d in January–February (Figure 7). Compared to the mean conditions, the $T_{rate}$ during November 2011 to March 2012 was anomalously weak during the cooling period. The positive anomaly of $T_{rate}$ ranges from 0 to 0.02°C/d during this period, indicating the GoM water was cooling more slowly than normal. Similarly, the net air-sea heat flux was also anomalously positive during the cooling period of 2011–2012. Furthermore, both the magnitude and phase of the $Q_{air}$ anomaly are similar to those of the $T_{rate}$, and the linear correlation between the anomalies of $T_{rate}$ and $Q_{air}$ is 0.89, significant at the 99% confidence level. In comparison, the mean ocean advective heat flux ($Q_{adv}$) shows less seasonal variation and has a much smaller magnitude compared to the mean $Q_{air}$. The $Q_{adv}$ in 2011–2012 was smaller with anomalies ranging from −0.01 to 0°C/d and cools the temperature, which counteracts the observed

Figure 6. Cumulative depth-averaged temperature budget terms based on equation (3) in the text since 1 November 2011 averaged in the five subregions defined by the NEFSC polygons (Figure 5d). The temperature change, cumulative air-sea flux, and horizontal advective flux are shown in black, blue, and red, respectively. The dashed gray line represents the residuals.
anomalous warming. Note that the $\bar{Q}_{\text{adv}}$ in 2011–2012 does not show clear seasonal variations, which are evident in the 2004–2013 mean. It is interesting to further distinguish which process, the along-shelf advection or the cross-shelf advection contributed to the negative anomaly of $\bar{Q}_{\text{adv}}$ in 2011–2012. For a control volume, assuming incompressibility, the volume integration of advection terms can be written as follows:

$$\int \left[ \left( \frac{\partial u T}{\partial x} + \frac{\partial v T}{\partial y} + \frac{\partial w T}{\partial z} \right) + \frac{\partial (u T)}{\partial x} + \frac{\partial (v T)}{\partial y} + \frac{\partial (w T)}{\partial z} \right] dV = \oint g (\mathbf{U}_n T) dS$$

$$= \int_{y_1 - h}^{y_2} \left( u_n^2 T_2 - u_n^1 T_1 \right) dydz + \int_{x_1 - h}^{x_2} \left( v_n^2 T_2 - v_n^1 T_1 \right) dxdz + \int_{x_1 y_1}^{x_2 y_2} \left( w_n^2 T_2 - w_n^1 T_1 \right) dxdy$$

The terms (a), (b), and (c) on the right-hand side of the equation are flux divergence terms, where the superscript $N$ stands for normal velocity (positive outward) across boundaries. In our s-coordinate model, the vertical advective flux is treated to be perpendicular to the terrain-following layers. Due to no advective flux across the material surfaces at the ocean surface and the seabed, (c) goes to zero. We calculate the horizontal heat flux terms, (a) and (b), at the horizontal boundaries of the GoM/MAB. The lateral boundaries at the shelf edge are chosen to be along the 200 m isobath (black line in Figure 2), and those on the shelf (black dashed lines, Figure 2) are chosen to be perpendicular to the local 200 m isobath. Cross-shelf divergence is calculated as the lateral heat transport across the 200 m isobaths divided by the volume of the corresponding volumes, while the along-shelf divergence is the difference between the lateral heat transport across the northeast and southwest boundaries divided by the corresponding control volumes.

In the GoM, the 10 year mean along-shelf convergence during November–May varies from 0.01 to 0.03°C/d and the standard deviations are large relative to the means (Figure 8). During November 2011 to May 2012, the along-shelf convergence was smaller than the 2004–2013 mean, with magnitudes up to $-0.02°C/d$. In
In the MAB, the 10 year mean $\mathbf{T}$ rate changes from 0 to 0.09°C/d during the warming season April–September to $-0.09$ to 0°C/d during the cooling season October–March (Figure 9). The $\mathbf{T}$ rate during the period of October 2011 to March 2012 was anomalously positive, varying from 0 to 0.04°C/d. This suggests that the MAB water was cooling more slowly than normal during the winter-spring of 2011–2012. $Q_{air}$ during October...
2011 to March 2012 was larger than the 10 year mean during the same period, and the magnitude of the anomalies was up to 0.04°C/d. The temporal variations of $Q_{air}$ and $T_{rate}$ roughly resemble each other, with a correlation coefficient of 0.79, and exhibit greater amplitudes than those in the GoM. In comparison, the 10 year mean $Q_{adv}$ in the MAB has less seasonal variation, and the $Q_{adv}$ of 2011–2012 is mostly smaller than the mean. The $Q_{adv}$ during October 2011 to March 2012 was smaller than the mean with anomalies varying between $-0.03$ and $0.08$°C/d.

We further decompose the total advective flux terms into the along-shelf and cross-shelf convergence terms for the MAB (Figure 10). The 10 year mean along-shelf convergence of heat flux during October–March is 0–0.04°C/d. In the same period of 2011–2012, the along-shelf divergence anomaly varies from $-0.04$ to 0.03 during October–January, and overall is not significant. The 10 year mean cross-shelf convergence during October–March is $-0.05$ to 0.01°C/d. During the same period of 2011–2012, the cross-shelf convergence anomaly varies from $-0.05$ to 0.04°C/d. It seems that both terms contributed to the negative anomaly of $Q_{adv}$, however, the flux convergence terms are complicated, possibly due to the complexity of the along-shelf and cross-shelf exchange processes in the MAB, which inherently occur over small spatial and temporal scales [Gawarkiewicz et al., 2004]. More importantly, neither anomaly is statistically significant during the period of anomalous $T_{rate}$ except late February and early March.

Collectively, the roles that the air-sea flux and ocean advective flux played during the winter-spring of 2011–2012 in the GoM and the MAB are summarized in Figure 11 as the cumulative volume-averaged temperature budget. Based on (3), for the cumulative volume-averaged temperature anomaly, we have

$$d\tilde{T}^a = \tilde{Q}_{air}^a + \tilde{Q}_{adv}^a$$

where superscript $a$ denotes the anomalies of each term during November 2011 to May 2012. The temperature averaged in the GoM on 1 November 2011 was below the 10 year mean by 0.6°C, however, after the anomalous winter and spring of 2011–2012, the temperature was already 1.3°C above the 10 year mean on 23 March 2012 when the temperature anomaly was at the peak. During this process, the anomalously positive $Q_{air}^a$ played a critical role to raise the GoM temperature, contributing 2.2°C in contrast to $-0.3$°C cooling by the ocean advection. For the intraseasonal oscillation of $Q_{air}^a$ during March–May in 2012 as well as the peak value in March 2012, when the SST over the Northeast coastal ocean was the highest on record (Figure 1), the temperature anomaly closely followed $Q_{air}^a$. In comparison, $Q_{adv}^a$ was cooling the GoM over this period. Similarly, the temperature in the MAB on 1 November 2011 was just below the 10 year mean by 0.2°C, and by 23 March 2012, the MAB was 2.6°C warmer than the corresponding mean value. Clearly, the warming process was dominated by the anomalous $Q_{air}^a$ (Figure 11), which contributed as much as 4.8°C.
to the warming. The ocean advection was alleviating the warming caused by the anomalous air-sea flux with a negative contribution of $-2^\circ$C. Quantitatively, the contribution from the air-sea heat flux contributed $171\%$ ($116\%$) of the anomalous warming for the peak value on 23 March 2012 in the MAB (GoM), whereas the ocean advective heat flux contributed $-71\%$ ($-16\%$).

6. Summary

We conducted realistic numerical modeling studies to better understand extreme variability in the coastal ocean during the 2012 warming to explore the underlying dynamics. Overall, the model reproduced the observed thermal structure in the coastal ocean off the Northeast U.S. during the extreme warming period of 2011–2012. Comparisons of surface temperature against NDBC buoys show excellent model skill with linear correlation coefficients higher than 0.97 from the GoM to Virginia Beach. More importantly, the model compares very well against four-dimensional temperature and salinity data from the ECOMON surveys. The observed spatiotemporal characteristics and vertical structure were well reproduced by the model. We diagnosed the dynamical processes underlying this extreme warming event using the model output.

The shelf-wide temperature change during the cooling and warming period of November 2011 to May 2012 was largely controlled by the net air-sea heat flux and was modulated by ocean advective heat flux at more local scales. The evolution of depth-averaged temperature over the seasonal time scale during the extreme event in 2011–2012 was mainly controlled by the air-sea heat flux over the entire Northeast shelf. Ocean advection was cooling most of the subregions during the extreme warm anomaly event, during both the cooling and warming seasons. We note that the Gulf Stream took a northward diversion in October 2011 [Gawarkiewicz et al., 2012], but this likely impacted only a limited region near the shelf break south of New England. Further study is necessary to examine both the timing and cross-shelf penetration of the Gulf Stream water mass during the diversion.

Focusing on the anomalies of each term, we diagnosed the volume-averaged temperature for the GoM and MAB, respectively. The slower cooling rate and faster warming rate of ocean temperature during winter and spring of 2011–2012 were dominantly due to the anomalous air-sea heat flux during the same period. Ocean advective heat flux was counteracting the air-sea heat flux, in both the GoM and the MAB. The SST over the western North Atlantic was anomalously large over not just the Northeast U.S. Shelf, but over a large fraction of the source region upstream to the north [see Mills et al., 2013, Figure 1], so one might conclude that warmer source waters would drive even more enhanced warming downstream, rather than cooling. However, the warming/cooling of a body of water depends on the heat convergence/divergence rather than just upstream advection. The anomalous cooling due to advective flux in the GoM was primarily caused by the along-shelf divergence of the heat flux, while that in the MAB is modulated by both the along-shelf and cross-shelf heat flux divergence. Further investigation of the along-shelf advective heat flux across the northern boundary (Figure 1) of the GoM reveals that the equatorward heat flux \( \int_0^L \int_h (u^h T) dydz \) was smaller during July 2011 to June 2012 compared to the 10 year mean transport during the same period of 2004–2013 (not shown). The equatorward heat flux across the southern boundary of
the GoM (the northern boundary of the MAB) was also smaller compared to the 10 year mean but did not decrease as much as the influx from the northern boundary. This difference explains the along-shelf heat divergence in the GoM (Figure 8). Further calculation of along-shelf transport based on the corrected HYCOM/NCODA data set (see above) reveals that the equatorward transport across the northeast open boundary of the model (from the coast to the 200 m isobaths) was smaller (not shown) during this period, which is consistent with Hebert et al. [2013]. This presumably led to the reduced equatorward heat flux downstream at the northern boundary of the GoM. We also note that the equatorward along-shelf heat flux across the southern boundary of the MAB was more variable and did not show any consistent pattern. The complex along-shelf and cross-shelf processes in the MAB [Chen and He, 2014, Figure 11] jointly produced the negative anomaly of advective flux in the MAB during this extreme event (Figure 10).

Our study shows that air-sea heat flux anomalies played a critical role during the extreme warm anomaly during 2011–2012. Despite the different approaches, results obtained here using the numerical model are consistent with previous observation-based findings by Chen et al. [2014a]. This case study of the unusual extreme event in the coastal ocean offers insights on a linkage between different components in the atmosphere-ocean system and is relevant to the issue of downscaling results from climate scale simulations using Global Circulation Models to continental shelves. For example, the large magnitude of the air-sea fluxes may be consistent with recent suggestions on changes in jet stream dynamics and the meandering due to warming of the Arctic with corresponding effects on the jet stream [Cohen et al., 2014; Francis and Vavrus, 2012; Liu et al., 2012]. It will be intriguing to investigate how the roles of the atmosphere forcing and ocean advection in modulating the temperature might change from year to year.
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