Data-based assessment of environmental controls on global marine nitrogen fixation
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Abstract. There are a number of hypotheses concerning the environmental controls on marine nitrogen fixation (NF). Most of these hypotheses have not been assessed against direct measurements on the global scale. In this study, we use ~500 depth-integrated field measurements of NF covering the Pacific and Atlantic oceans to test whether the spatial variance of these measurements can be explained by the commonly hypothesized environmental controls, including measurement-based surface solar radiation, mixed layer depth, average solar radiation in the mixed layer, sea surface temperature, wind speed, surface nitrate and phosphate concentrations, surface excess phosphate (P∗) concentration and subsurface minimum dissolved oxygen (in upper 500 m), as well as model-based P∗ convergence and atmospheric dust deposition. By conducting simple linear regression and step-wise multiple linear regression (MLR) analyses, surface solar radiation (or sea surface temperature) and subsurface minimum dissolved oxygen are identified as the predictors that explain the most spatial variance in the observed NF data, although it is unclear why the observed NF decreases when the level of subsurface minimum dissolved oxygen is higher than ~150 µM. Dust deposition and wind speed do not appear to influence the spatial patterns of NF on global scale. The weak correlation between the observed NF and the P∗ convergence and concentrations suggests that the available data currently remain insufficient to fully support the hypothesis that spatial variability in denitrification is the principal control on spatial variability in marine NF. By applying the MLR-derived equation, we estimate the global-integrated NF at 74 (error range 51–110) Tg N yr⁻¹ in the open ocean, acknowledging that it could be substantially higher as the ¹⁵N₂-assimilation method used by most of the field samples underestimates NF. More field NF samples in the Pacific and Indian oceans, particularly in the oxygen minimum zones, are needed to reduce uncertainties in our conclusion.

1 Introduction

Nitrogen (N) is one of the most important nutrients for marine ecosystems. Nitrogen fixation (NF), a process converting dinitrogen (N₂) gas into ammonia by bacteria and archaea (collectively termed diazotrophs), is considered to contribute about one half of the total input of bioavailable N to the contemporary ocean (Galloway et al., 2004; Gruber, 2008). Marine NF has been hypothesized to be controlled by a number of environmental variables, most of them related to energy and nutrient supply (Carpenter and Capone, 2008; Deutsch et al., 2007; Karl et al., 2002; Sohm et al., 2011). Compared to assimilation of fixed forms of N such as nitrate and ammonium, NF requires additional cellular energy to split and then reduce the N₂ molecule. Thus, light, in supplying sufficient energy to diazotrophs, can be an important factor controlling NF (Karl et al., 2008). It has been shown that the nitrogenase (the enzymes used to fix N₂) activity of photoautotrophic diazotrophs is closely linked to photosynthesis (Carr and Whitton, 1982; Gallon, 2001; Karl et al., 2008). For this reason, NF generally occurs in surface
seawaters with strong stratification, shallow mixed layers, and high solar energy fluxes. Enhanced stratification can also limit the resupply of nitrate into surface waters leading to fixed N stress and selection for diazotrophs. High temperature can also stimulate nitrogenase activity (Staal et al., 2003). Our current paradigm of the roles of light and temperature is supported by the fact that diazotrophs, especially *Trichodesmium*, are often found in warm marine habitats (Carpenter, 1983a, b; Carpenter and Capone, 1992), where solar energy fluxes are high and stratification is often strong. This paradigm leads to another hypothesis that high wind speed can be negative factor for marine NF, as it may cause destratification, surface cooling, and a resupply of nitrate. Note that marine NF by heterotrophic organisms might also be important (Halm et al., 2012) and does not directly rely on solar radiation; although the controlling mechanisms for aphotic NF are unclear, they must rely on an adequate supply of energy. Iron (Fe) and phosphorus (P) are two major nutrients hypothesized to limit marine NF. Fe is an important cofactor for nitrogenase (Howard and Rees, 1996), and NF requires \( \sim 5 \)–10 times more Fe than that for ammonium assimilation (Berman-Frank et al., 2001; Kustka et al., 2003). As diazotrophs are not limited by N supply, P is inevitably another major requirement by diazotrophs. In the Atlantic Ocean, NF was reported to be limited by Fe (Fernández et al., 2010; Moore et al., 2009), by P (Sañudo-Wilhelmy et al., 2001), or co-limited by both Fe and P (Mills et al., 2004). NF in the Pacific was also reported to be controlled by Fe (Dutkiewicz et al., 2012; Watkins-Brandt et al., 2011) or P (Karl et al., 2001; Karl et al., 1997) – findings which, however, were not supported by some other studies (Grabowski et al., 2008; Moutin et al., 2008).

NF may also be triggered by loss of bioavailable N, which normally occurs in subsurface oxygen minimum zones (OMZs) through denitrification (Lam and Kuypers, 2011). A low ratio of fixed N to P (< 16:1) in supply to the surface layer may lead to a selection for diazotrophs (Karl and Letelier, 2008). N-deficient waters can be identified by \( P^* = P - N/r_n \), the excess fixed P relative to fixed N, where \( r_n \approx 16 \) is the typical N:P stoichiometry for phytoplankton biomass (Deutsch et al., 2007). Note that the \( P^* \) signal can be both a driver and a responder to marine NF: N-deficient, high-\( P^* \) waters generated in subsurface layers, when brought to surface, may stimulate NF therein, which may in turn reduce the \( P^* \).

Although these hypothesized environmental controls on marine NF are all plausible and may be important on both cellular and ecosystem scales, most of them have not been validated against direct field measurements on a global scale. In a recent effort, a database termed MAREDAT, with up-to-date direct field measurements of plankton functional groups (Buitenhuis et al., 2013), was compiled; it includes more than 500 depth-integrated NF rates with good spatial coverage for the tropical and subtropical Pacific and Atlantic oceans (Luo et al., 2012). Many of these previous measurements may have significantly underestimated NF, as the \( ^{15}N_2 \) gas used to estimate in vitro rates of NF probably does not attain equilibrium with surrounding water during a typical 12–24 h incubation period (Mohr et al., 2010). Two case studies showed that previous methods may have underestimated NF on average by \( \sim 40 \% \) (Großkopf et al., 2012) and \( \sim 60 \% \) (Wilson et al., 2012). However, we believe that the previous measurements can still be used to reveal spatial patterns of ocean NF. In addition, our oceanic data set represents a log-normal distribution of rates over \( \sim 6 \) orders of magnitude (Luo et al., 2012), so uncertainties of 40–60 % in measurement accuracy is probably not a first-order concern in our study. In this study, we use simple linear regression and multiple linear regression (MLR) of log-transformed NF field observations to assess whether and to what degree observed spatial patterns of NF in the Pacific and Atlantic oceans are consistent with existing hypotheses for the environmental controls on NF. We further diagnose a global ocean NF rate based on the resulting MLR equation, and propose how major environmental controls on NF operate in different ocean regions.

### 2 Methods

#### 2.1 Data sources

NF and 11 environmental parameters were used in the regression analyses of this study (Table 1). A total 642 depth-integrated NF rates were retrieved from the MAREDAT diazotrophic database (Luo et al., 2012) stored in the data repository PANGAEA (doi:10.1594/PANGAEA.774851). It is noted that integration depths varied between the observational studies incorporated into this original data set. We only used 534 data points in the open ocean with ocean floor deeper than 250 m. None of these open-ocean samples were in the Indian Ocean, as the seven only data points in the Indian Ocean were all collected in shallow coastal regions. The rates were approximately log-normally distributed (Fig. 1a and b); thus in this study we used base-10 logarithms of these rates (practically trimming 5 zero-value data points). Most rates (490 data points) were measured using the \( ^{15}N_2 \) assimilation method, and the others were based on C\(_2\)H\(_2\) reduction. The \( ^{15}N_2 \) assimilation method does not count the newly fixed N released by diazotrophs in dissolved forms, and may result in lower NF than those measured by the C\(_2\)H\(_2\) reduction method (Mulholland, 2007; Mulholland et al., 2004). We included data measured by both methods in our analysis because the bias is reasonably low in log space. Furthermore, exclusion of NF rates by C\(_2\)H\(_2\) reduction would have resulted in large data voids for regions of the equatorial Pacific and subtropical Atlantic.

Environmental parameters used in our regression analyses included surface solar radiation, mixed layer depth, average solar radiation in the mixed layer, sea surface
temperature (SST) (0–25 m), surface nitrate and phosphate concentration (0–25 m), atmospheric dust deposition (representing Fe deposition), minimum dissolved oxygen in the upper 500 m, surface wind speed, surface excess phosphate (P* = phosphate − nitrate/16) and NF diagnosed from P* convergence integrated from 0–125 m (Table 1). Only the concentrations of nitrate and phosphate were used in this study because of data availability, although we acknowledge that their fluxes can be better variables in assessing the impacts on marine NF. For instance, a nutrient with low concentration but high supply fluxes (i.e., high turnover time) may not necessarily limit phytoplankton growth. Correlation between nutrient concentration and phytoplankton biomass can even change inversely during different phases of a phytoplankton bloom (Cullen, 1991).

Solar radiation and wind speed data were from the NCEP reanalysis climatology (http://www.esrl.noaa.gov/) (Kalnay et al., 1996). The nitrate, phosphate (Garcia et al., 2010b), dissolved oxygen (Garcia et al., 2010a), and temperature data (Locarnini et al., 2010) were adopted from the World Ocean Atlas 2009 (http://www.nodc.noaa.gov/). At each location, the minimum dissolved oxygen in upper 500 m was used for that location. The mixed layer depth data were downloaded from IFREMER (http://www.loccean-ipsl.upmc.fr/~clement/mld.html), in which ~ 50 yr of in situ measurements of temperature and salinity from NODC (National Oceanographic Data Center), WOCE (World Ocean Circulation Experiment) and Argo floats programs were used to construct density pro-

For the rate of atmospheric dust deposition, we used the same product as in the Community Climate System Model (CCSM-3) (Doney et al., 2009): simulation of a threedimensional atmospheric chemical transport model which has been well validated by in situ measurements (Luo et al., 2003; Mahowald et al., 2003). The diagnosed marine NF (JNF) from the convergence of P* used in this study was the product from Deutsch et al. (2007), considering both inorganic and organic N and P. Although JNF was a product of NF rates, it was treated in our study as an independent environmental parameter. JNF also relies on several other variables used in its diagnosis, including the N : P ratios of non-N2-fixing and N2-fixing phytoplankton and particle export ratio. However, the N : P ratio of marine organic matter has recently been found to exhibit large spatial variations (Martiny et al., 2013). For this reason, we used JNF only in the simple linear regression to test its correlation with the observed NF; we did not use JNF in the MLR, however, in order to avoid introducing uncertainties of this variable in estimating global NF. Preliminary results have shown that the apparent JNF in high latitudes in the results of Deutsch et al. (2007) disappears if the P* convergence diagnostic model uses N:P ratio of diatom in high latitudes. Thus we only used JNF between 40° S and 40° N in this study. The surface concentrations of nitrate, phosphate and P*, JNF and atmospheric dust deposition were approximately log-normally distributed, and thus were also log-transformed.

Annual climatologies were used for all the environmental data. They were binned on 2° × 2° grids as most of them have original spatial resolution better than 2° (Table 1). To match the resolution, the log-transformed NF rates were also binned on 2° × 2° grids using the mean of data in each bin, resulting in 235 binned vertically integrated NF rates in the Pacific and Atlantic oceans (Fig. 1c).
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Table 1. Data sources of nitrogen fixation and environmental parameters and the simple linear regression results.

<table>
<thead>
<tr>
<th>Data description</th>
<th>Symbol</th>
<th>Source</th>
<th>Spatial resolution</th>
<th>Log-normally distributed and log-transformed</th>
<th>Regression to nitrogen fixation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Observed nitrogen fixation ($\text{mol N m}^{-2} \text{d}^{-1}$)</td>
<td>$NF$</td>
<td>MAREDAT</td>
<td>Yes</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Surface downward solar radiation ($\text{W m}^{-2}$)</td>
<td>$I_S$</td>
<td>NCEP</td>
<td>$2^\circ$</td>
<td>No</td>
<td>$0.34 \pm 0.05$</td>
</tr>
<tr>
<td>Surface wind speed ($\text{m s}^{-1}$)</td>
<td>$WIND$</td>
<td>Reanalysis</td>
<td>$2.5^\circ$</td>
<td>No</td>
<td>$0.00^b \pm 0.01$</td>
</tr>
<tr>
<td>Mixed layer depth (m)</td>
<td>$MLD$</td>
<td>IFREMER</td>
<td>$2^\circ$</td>
<td>No</td>
<td>$0.19$</td>
</tr>
<tr>
<td>Average solar radiation in mixed layer ($\text{W m}^{-2}$)</td>
<td>$I_{ML}$</td>
<td>$I_S$ and $MLD$</td>
<td>$2^\circ$</td>
<td>No</td>
<td>$0.18$</td>
</tr>
<tr>
<td>Sea surface temperature ($^\circ \text{C}$)</td>
<td>SST</td>
<td></td>
<td>$1^\circ$</td>
<td>No</td>
<td>$0.26$</td>
</tr>
<tr>
<td>Minimum dissolved oxygen in 0–500 m ($\mu\text{M}$)</td>
<td>$DO_{\text{min}}$</td>
<td>World Ocean</td>
<td>$1^\circ$</td>
<td>No</td>
<td>$0.27$</td>
</tr>
<tr>
<td>Surface nitrate ($\mu\text{M}$)</td>
<td>$DIN$</td>
<td>Atlas 2009</td>
<td>$1^\circ$</td>
<td>Yes</td>
<td>$0.01^b$</td>
</tr>
<tr>
<td>Surface phosphate ($\mu\text{M}$)</td>
<td>$DIP$</td>
<td></td>
<td>$1^\circ$</td>
<td>Yes</td>
<td>$0.03$</td>
</tr>
<tr>
<td>Excess phosphate ($\mu\text{M}$)</td>
<td>$P^*$</td>
<td>DIP-DIN/16</td>
<td>$1^\circ$</td>
<td>Yes</td>
<td>$0.07$</td>
</tr>
<tr>
<td>Surface dust deposition (mg m$^{-2}$ d$^{-1}$)</td>
<td>DST</td>
<td>Model</td>
<td>$2^\circ$</td>
<td>Yes</td>
<td>$0.00^b$</td>
</tr>
<tr>
<td>Nitrogen fixation estimated from $P^*$ convergence ($\text{mol N m}^{-2} \text{d}^{-1}$)</td>
<td>$J_{NF}$</td>
<td>Model</td>
<td>$2^\circ$</td>
<td>Yes</td>
<td>$0.07$</td>
</tr>
</tbody>
</table>

$^a$Regression results are for standardized log-transformed nitrogen fixation rate versus each standardized environmental parameter, including $R^2$ and slope (some standard error) when only linear, 1st-degree terms were used, and $R^2$ when quadratic, 2nd-degree terms are added. Note that DIN, DIP, $P^*$, DST and $J_{NF}$ were also log-transformed before standardization.

$^b$ Regression model statistically does not fit the data well, with $p$ value of $F$ test larger than 0.05.

2.2 Regression analyses

All the regressions used in this study utilized least squares methods. Simple linear regressions were conducted for log-transformed $NF$ against each environmental parameter. Before being applied to the regression, data were first standardized to their $z$ scores (Glover et al., 2011):

$$z = \frac{x - \bar{x}}{\sigma},$$  \tag{2}

where $x$ is samples of log-transformed $NF$ or an environmental parameter among which, again, surface nitrate, phosphate and $P^*$ and dust deposition were also log-transformed; $\bar{x}$ and $\sigma$ are the mean and the standard deviation of $x$, respectively. We use $NF_z$ to represent the standardized log-transformed $NF$ hereafter. $R$-squared ($R^2$) values were calculated for each linear regression to estimate the percentage of the variance in $NF_z$ that can be explained by each environmental parameter. We first tested regressions using only the linear, first-degree term of each environmental parameter in the regression, and then added a second-degree term (i.e., quadratic) to the regression equation.

Stepwise multiple linear regression (MLR) analysis was conducted to establish a statistical model between $NF_z$ and multiple standardized environmental parameters. Both first-degree and second-degree terms of all the environmental parameters were included as predictor candidates for the MLR. A stepwise procedure (Draper and Smith, 1998) iteratively added or removed predictors from the MLR model using a sequence of $F$ tests of the change in the sum of squared errors: using $p$ value $\leq 0.05$ as a criterion to add new predictors to the model (in ascending order of $p$), which statistically could improve the model fit to the data; and using $p \geq 0.10$ as a criterion to remove predictors from the existing model (in descending order of $p$), which statistically would not deteriorate the model fit.

The final MLR equation for the fitted $NF_z$ was

$$NF_z = \alpha + \sum \beta_i z_i + \sum \gamma_j z_j^2,$$  \tag{3}

where $\alpha$ is the intercept (constant term); $\sum \beta_i z_i$ is the sum of first-degree terms, with $z_i$ representing first-degree predictors in the MLR model and $\beta_i$ the corresponding coefficients; similarly, $\sum \gamma_j z_j^2$ is the sum of the second-degree terms for the MLR predictors $z_j$ with coefficients $\gamma_j$. Cook’s distance (Cook, 1977), which measures the effect of deleting an observation from the regression, was used to identify outliers to the MLR (see supplementary material). The MLR was redone after removing outliers.

We also corrected the MLR results for unreasonable terms. The last two terms in Eq. (3) were decomposed into component equations for each environmental parameter $k$:

$$NF_{z,k} = [\beta_k z_k] + [\gamma_k z_k^2],$$  \tag{4}

where the square brackets represent that the terms inside the brackets are included only when they were included in the MLR model. If the relation between $NF_{z,k}$ and $z_k$ contradicted the hypothesized direction, we noted this discrepancy, excluded that environmental parameter, and redid the MLR analysis. When $NF_{z,k}$ included a second-degree term and thus the relation between $NF_{z,k}$ and $z_k$ is not monotonic, we
identified whether $NF_{z,k}$ mainly increased or decreased with $z_k$ over the whole range of $z_k$.

### 2.3 Diagnostic estimate of global nitrogen fixation

The obtained MLR Eq. (3) was used to diagnose NF in the global ocean. To be consistent with the MLR coefficient values, the global maps of environmental parameters were transformed to $z$ scores using the values of mean and standard deviation found in Eq. (2) for the NF sampling locations.

In building the MLR equation, we assumed implicitly that the field data sampled NF under all the possible environmental conditions. In computing global maps we therefore needed to bound the spatial region over which the regression was valid, allowing for no extrapolation outside the domain in parameter space constrained by the regression. In the locations where NF has been observed, we calculated lower (upper) bounds for properties that correlated positively (negatively) with NF. These levels were then used as the lower (upper) limits for effective NF when estimating global NF using the MLR equation. In any location where the value of any environmental parameter included in the MLR model fell outside the limits, the estimated NF was assumed to be zero. We also limited the maximum estimated NF to the highest observed level.

For the MLR component $NF_{z,k}$ from each environmental parameter $k$, the spatial anomaly in the global ocean was then used to study whether that environmental parameter favored or limited NF in different ocean regions.

### 2.4 Error propagation

For a MLR equation, considering the predicted variable as the function of the coefficients $y = f(a_1, a_2, \ldots, a_n)$, the error for $y$, $\sigma_y$, is propagated from the covariance of the coefficients (Glover et al., 2011):

$$
\sigma_y^2 = \sum_{i=1}^{n} \sum_{j=1}^{n} \sigma_{ij}^2 \left( \frac{\partial f}{\partial a_i} \right) \left( \frac{\partial f}{\partial a_j} \right).
$$

(5)

where $\sigma_{ij}^2$ is the covariance between coefficients $i$ and $j$. Note that the covariance between a coefficient and itself, $\sigma_{ii}^2$, equals the squared error of the coefficient. Applying Eq. (5) to a MLR component Eq. (4) (if both first- and second-degree terms were included) estimates the error for $NF_{z,k}$ resulting from an environment parameter $k$ as

$$
\sigma_{NF_{z,k}} = \sqrt{\sigma_{\beta_k}^2 z_k^2 + \sigma_{\gamma_k}^2 z_k^4 + 2\sigma_{\beta_k\gamma_k} z_k^3}.
$$

(6)

where $\sigma_{\beta_k}$ and $\sigma_{\gamma_k}$ are the standard error for coefficients $\beta_k$ and $\gamma_k$, respectively; $\sigma_{\beta_k\gamma_k}$ is the covariance between $\beta_k$ and $\gamma_k$. Similarly, Eq. (5) was applied to the full MLR Eq. (3) to estimate the error of the fitted NF as a function of covariance of the MLR coefficients and values of environmental parameters, which were then used to estimate errors in the global estimate of NF.

### 3 Results

#### 3.1 Spatial variance of nitrogen fixation and environmental parameters

The binned observations (Fig. 1c) showed different patterns of NF in the Atlantic and Pacific oceans. Observed NF was often high in the Atlantic and Pacific oceans. Observed NF was often high in the Atlantic and Pacific oceans. In the subtropical and tropical Atlantic, the observed NF was very low, generally on the order of 1 $\mu$mol N m$^{-2}$ d$^{-1}$ or less. Although the coverage of the Pacific was not as good as that of the Atlantic, the observed NF in the Pacific varied less and was mostly on the order of 10–100 $\mu$mol N m$^{-2}$ d$^{-1}$ – substantially higher than that found in the subtropical Atlantic.

Most physical environmental parameters showed typical spatial patterns (Fig. 2). Subsurface minimum dissolved oxygen (< 500 m) was low in the eastern and northern Pacific and northern Indian Ocean, while in the Atlantic, dissolved oxygen was low only in a small tropical region (Fig. 2e). Dust deposition was highly influenced by continental desert sources, and generally was higher in the Atlantic than in the Pacific (Fig. 2f). $P^*$-convergence predicts high NF in most regions of tropical and subtropical Pacific and in tropical and south subtropical Atlantic, but low NF in north subtropical Atlantic (Fig. 2i). Some of the environmental parameters were highly correlated, especially log-transformed surface phosphate and $P^*$ ($r = 0.85$), as well as surface solar radiation and SST ($r = 0.74$) (Table 2). Average solar radiation in the mixed layer ($I_{ML}$) is highly correlated to the mixed layer depth ($r = -0.91$) (Table 2), indicating $I_{ML}$ is mostly determined by the mixed layer depth.

#### 3.2 Simple linear regression

Simple linear regressions were conducted between the standardized NF and the standardized individual environmental parameters. When only linear, first-degree terms were allowed for environmental parameters, the $R^2$ values (Table 1) showed that solar radiation explained the highest percentage (34 %) of variance in the NF. SST, minimum dissolved oxygen, mixed layer depth and average solar radiation in the mixed layer also explained substantial percentages of NF variance (26, 27, 19, and 18 %, respectively). The linear regression models using wind speed, surface nitrate and dust deposition statistically did not fit the observed NF well ($F$ test, $p = 0.85$, 0.07, and 0.51, respectively).

In many cases, the addition of a second-order, quadratic term improved the single-parameter regressions (Table 1). The $R^2$ values of the quadratic regressions against solar radiation and minimum dissolved oxygen were the highest (~ 0.4) among all the regressions. The fitted regression functions predicted that NF increased with solar radiation until reaching a saturated state (Fig. 3a). NF was high above regions with low levels of subsurface minimum dissolved oxygen.
Fig. 2. Maps of environmental parameters in global ocean. Note that nitrate, phosphate, excess phosphate (P*) and dust deposition are on log10 scale.

oxygen and started to substantially decrease when minimum dissolved oxygen passed a level of $\sim 150 \mu$M (Fig. 3e). NF increased approximately linearly with SST (Fig. 3d). The fitted quadratic function did not predict that NF increased with dust deposition (Fig. 3j), contrary to the hypothesis that Fe limited NF, assuming the required Fe was mainly supplied by dust deposition. This can actually be expected from a visual inspection of the data: dust deposition was normally lower in
Table 2. Correlations between environmental parameters at the locations of nitrogen fixation data*.

<table>
<thead>
<tr>
<th></th>
<th>SST</th>
<th>MLD</th>
<th>IML</th>
<th>log₁₀(DIN)</th>
<th>log₁₀(DIP)</th>
<th>log₁₀(P⁺)</th>
<th>log₁₀(JNF)</th>
<th>log₁₀(DST)</th>
<th>DO_min</th>
<th>WIND</th>
</tr>
</thead>
<tbody>
<tr>
<td>Iₛ</td>
<td>0.74</td>
<td>–0.42</td>
<td>0.54</td>
<td>0.02</td>
<td>0.21</td>
<td>0.21</td>
<td>0.30</td>
<td>0.05</td>
<td>–0.55</td>
<td>–0.05</td>
</tr>
<tr>
<td>SST</td>
<td>–0.59</td>
<td>0.54</td>
<td>0.13</td>
<td>0.05</td>
<td>0.03</td>
<td>0.21</td>
<td>0.19</td>
<td>0.50</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>MLD</td>
<td>–0.91</td>
<td>–0.35</td>
<td>–0.06</td>
<td>0.06</td>
<td>–0.01</td>
<td>–0.44</td>
<td>0.30</td>
<td>0.00</td>
<td>–0.04</td>
<td>–0.04</td>
</tr>
<tr>
<td>IML</td>
<td>0.29</td>
<td>0.13</td>
<td>0.05</td>
<td>0.02</td>
<td>0.38</td>
<td>–0.39</td>
<td>–0.04</td>
<td>0.06</td>
<td>0.47</td>
<td>0.10</td>
</tr>
<tr>
<td>log₁₀(DIN)</td>
<td>0.46</td>
<td>0.06</td>
<td>–0.38</td>
<td>0.21</td>
<td>–0.33</td>
<td>–0.06</td>
<td>–0.31</td>
<td>0.19</td>
<td></td>
<td></td>
</tr>
<tr>
<td>log₁₀(DIP)</td>
<td>0.85</td>
<td>–0.15</td>
<td>–0.54</td>
<td>–0.50</td>
<td>–0.38</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>log₁₀(P⁺)</td>
<td>0.04</td>
<td>–0.68</td>
<td>–0.35</td>
<td>–0.31</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>log₁₀(JNF)</td>
<td>–0.11</td>
<td>–0.13</td>
<td>0.19</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>log₁₀(DST)</td>
<td>0.06</td>
<td>0.47</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DO_min</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.10</td>
<td></td>
</tr>
</tbody>
</table>

* See Table 1 for abbreviations of environmental parameters.

the Pacific than in the Atlantic (Fig. 2j), while the observed NF in most regions of the Pacific was much higher than that found in the subtropical Atlantic (Figs. 1c and 3j). Regionally within the North Atlantic, NF does appear to increase with dust deposition in the field data.

Errors can be introduced in the above regression analyses, as a constant light attenuation coefficient was used to derive average solar radiation in the mixed layer. When a variable light attenuation coefficient field derived from SeaWiFS chlorophyll concentration (Eq. 1) was used, even lower R² values, 0.10 and 0.13, were obtained in the linear and quadratic regression models, respectively. As only near-surface chlorophyll concentration is provided by the SeaWiFS, and chlorophyll may not actually be fully mixed in the mixed layer on short time scale, three-dimensional chlorophyll fields, such as from models, may improve the R² values. The average solar radiation derived from variable attenuation has a weaker correlation (–0.84) to the mixed layer depth than that derived from constant attenuation (–0.91) (Table 2). Thus the reduced R² values using variable light attenuation suggest that the mixed layer depth, as a proxy for turbulence, may be more important for the NF than the effect of light shading from phytoplankton pigments.

3.3 Multiple linear regression

When the first- and second-degree terms of all the environmental parameters are included as predictor candidates for the MLR, the resulting equation components predicted that NF should increase with the surface wind speed and decrease with dust deposition over ~70% of the dust deposition range; both of these predictions were contrary to the hypothesized relations (Table 3). We thus excluded these two parameters from the predictor candidates. Further, one NF observation was identified as an outlier and excluded from the MLR, as it had a Cook’s distance of 0.19 while all the others had values less than 0.08 (Fig. S1 in the supplementary material).

The final MLR model had an R² of 0.59, explaining 59% of spatial variance in the observed NF (Table 3). The stepwise MLR (Table 4) first added the linear, first-degree term for surface solar radiation, which alone explained 34% of the variance for the observed NF. The stepwise MLR then added the first- and the second-degree terms of minimum dissolved oxygen to the regression equation, increasing the R² value by 0.13 and thus explaining 47% of the total variance in the observed NF. The stepwise MLR then sequentially added the first-degree term for nitrate, the first-degree term for average solar radiation in the mixed layer, the first-degree terms for P⁺, and the second-degree term for solar radiation, with each additional term increasing the explainable variance by a ~2–4%. The coefficients of the MLR equation, as well as the mean and standard deviation values used to standardize the data to z scores, are listed in Table 5.

Average solar radiation in the mixed layer, nitrate and P⁺ contributed to the variation in the fitted NF (log₁₀-transformed) by ~1 z score, while minimum dissolved oxygen and solar radiation contributed by ~1.5 z scores (Fig. 4). Note that as the standard deviation of the log₁₀-transformed NF data is 1.1 (Table 5), one unit of change in the z score roughly equals one order of magnitude change in the fitted NF rate. The errors associated with the individual components of the MLR were zero at zero z score of the environmental parameters, increased towards larger positive/negative anomalies of the environmental parameters, and could be large where the numbers of samples were limited (Fig. 4 and Eq. 6). Note that when calculating the fitted NF, not its components, the error of intercept and the covariances among coefficients also contributed to the errors (Eq. 5), and thus the errors of the fitted NF were not zero at zero z score of the environmental parameters. The fitted NF monotonically increased with P⁺ and decreased with mixed layer depth and surface nitrate (Fig. 4 and Table 3). The fitted NF component increased with solar radiation when the latter had a less than zero z score (< ~230 W m⁻²) and was approximately constant at higher solar radiation (Fig. 4). The fitted NF component also decreased with minimum dissolved oxygen when
Fig. 3. Quadratic regression (black lines) of log-transformed nitrogen fixation versus each environmental parameters. Note that nitrate, phosphate, excess phosphate (P\textsuperscript{+}) and dust deposition are also log-transformed. The dashed lines represent 95% confidence intervals for the fitted means.

the latter had a higher than $-1 \, \text{z-score}$ ($\sim 90 \, \mu\text{M}$), stayed at a high level when the minimum dissolved oxygen ranged between a $-2$ to $-1 \, \text{z-score}$ ($\sim 40–90 \, \mu\text{M}$) (Fig. 4). The fitted NF component slightly decreased when the level of minimum dissolved oxygen was very low ($< -2 \, \text{z scores}$), but there are only a few samples in this range and the associated errors were large (Fig. 4). Actually, the observed NF seemed to remain at a high level with low minimum dissolved oxygen (Fig. 3e), and thus the slight decrease of the fitted NF at low minimum dissolved oxygen in Fig. 4 was likely generated by the MLR’s attempt to achieve a better overall fit, given the influence of other predictors in the MLR.

The MLR-fitted NF reproduced the general pattern of the observed NF on global scale, distributing about a 1 : 1 line.
Fig. 3. Quadratic regression (black lines) of log-transformed nitrogen fixation versus each environmental parameter. Note that nitrate, phosphate, excess phosphate (P*) and dust deposition are also log-transformed. The dashed lines represent 95% confidence intervals for the fitted means.

Fig. 3. Continued.

(Fig. 5). Note that the MLR fitted the data from all the basins in one regression. Thus the locations of each basin’s fitted data on this overall regression can tell us whether the data in that basin follow the estimated global relationships. The observed NF in the North and South Pacific mostly displayed z scores between 0 and +1, while the MLR fitted the NF at approximately the correct order of magnitude in the North Pacific but slightly underestimated the rates in the South Pacific. Both the observed and fitted NF in the South Atlantic mostly had z scores in the range between ~0 and ~1. The observed NF had the largest range of values in the North Atlantic; their z scores varied from about ~3 to +2. The fitted NF rates in the North Atlantic generally followed the observed pattern, but overestimated the field data when the
Table 3. Results of stepwise multiple linear regression (MLR).

<table>
<thead>
<tr>
<th>Environmental parameters (predictor candidates)</th>
<th>$I_S$</th>
<th>SST</th>
<th>MLD</th>
<th>$l_{ML}$</th>
<th>log$_{10}$ (DIN)</th>
<th>log$_{10}$ (DIP)</th>
<th>log$_{10}$ (P$s^*$)</th>
<th>DO$_{min}$</th>
<th>log$_{10}$ (DST)</th>
<th>WIND</th>
<th>$R^2$</th>
<th>RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Included correlation</td>
<td>+</td>
<td>+</td>
<td>−</td>
<td>+</td>
<td>−</td>
<td>−</td>
<td>+</td>
<td>−</td>
<td>−</td>
<td>+</td>
<td>−</td>
<td>−</td>
</tr>
<tr>
<td>All environmental parameters</td>
<td>+ (67 %)</td>
<td>−</td>
<td>−</td>
<td>+ (58 %)</td>
<td>+</td>
<td>−</td>
<td>(65 %)</td>
<td>− (75 %)</td>
<td>+ (71 %)</td>
<td>0.66</td>
<td>0.69</td>
<td></td>
</tr>
<tr>
<td>(Final) Excluding DST and WIND</td>
<td>+ (65 %)</td>
<td>−</td>
<td>EX</td>
<td></td>
<td>−</td>
<td>+</td>
<td>(54 %)</td>
<td>EX</td>
<td>EX</td>
<td>0.59</td>
<td>0.75</td>
<td></td>
</tr>
<tr>
<td>Experiment</td>
<td>EX</td>
<td>+</td>
<td>−</td>
<td>EX</td>
<td>−</td>
<td>+</td>
<td>(54 %)</td>
<td>EX</td>
<td>EX</td>
<td>0.59</td>
<td>0.75</td>
<td></td>
</tr>
</tbody>
</table>

| $a$ Expected relationships between nitrogen fixation and environmental parameters are shown as positive (+) or negative (−). By including different environmental parameters as predictor candidates for the MLR, the equation shows predicted nitrogen fixation component increases (+) or decreases (−) with each included predictor. In cases where the resulted function was quadratic for a predictor, the table shows whether predicted nitrogen fixation mainly increases (+) or decreases (−) with the predictor within the range of the parameter, and the percentage of the range on which the increase or decrease was effective. Blank areas indicate cases where the predictor was not included in the MLR model. Also shown are the $R^2$ and root mean square of error (RMSE) values for the MLR estimate of the log-transformed nitrogen fixation. See Table 1 for abbreviations of environmental parameters. EX: excluded.

$\frac{b}{b}$ One data point was excluded because of high Cook’s distance.

Fig. 4. Final multiple linear regression (MLR) equation, showing functions of fitted log-transformed nitrogen fixation component (anomalies) versus each included predictor, including minimum dissolved oxygen (blue), log-transformed surface nitrate concentration (green) and excess phosphate ($P^*$) (red), surface solar radiation ($I_S$) (black) and average solar radiation in the mixed layer ($l_{ML}$) (magenta). The dots are locations of observations and the dashed lines represent one standard error for the fitted means in each component function. Results are standardized ($z$-scores).

Observed rates were low and were not able to reproduce several high observed rates.

3.4 Spatial estimate of nitrogen fixation in global ocean

The MLR model was used to estimate the global marine NF, with the limits of the environmental parameters and the maximum estimated NF applied (Table 5). The estimated NF (Fig. 6a) reproduced the general patterns observed in the Pacific and Atlantic, with the estimated high NF (on the order of 100 µmol N m$^{-2}$ d$^{-1}$ or higher) spanning latitudinally a wider region in the Pacific than in the Atlantic. We also estimated NF for the Indian Ocean, although there are no qualified observations in this basin in the MAREDAT database to be included in the MLR. Thus, practically we assumed that the NF in the Indian Ocean is controlled by the same mechanisms as those in the Pacific and Atlantic, which resulted in high estimated NF in most regions north of $\sim$15° S in the Indian Ocean. The environmental parameters limited effective estimated NF in the range of $\sim$40° S to $\sim$20° N in all the basins. The relative errors of the estimated NF rates were less than $\sim$50% in most regions (Fig. 6b). An exception was the eastern Pacific, where the errors can be as high as $\sim$150%. The high errors in this region were mostly due to low levels of minimum dissolved oxygen (Fig. 2e) and large uncertainties in the MLR equation when the minimum dissolved oxygen was low (Fig. 4). The total NF in the global ocean was estimated at 74 (error range of mean $\pm$ one standard error: 51–110, same hereafter) Tg N yr$^{-1}$, comprising 14 (9.7–19),...
Table 5. Final multiple linear regression (MLR) resultsa.

<table>
<thead>
<tr>
<th></th>
<th>$I_{s}$ (W m$^{-2}$)</th>
<th>$I_{ML}$ (W m$^{-2}$)</th>
<th>log$_{10}$(DIN) (µM)</th>
<th>log$_{10}$(P$^*$) (µM)</th>
<th>DO$_{min}$ (µM)</th>
<th>log$_{10}$(Nitrogen Fixation) (µmol N m$^{-2}$ d$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean ± standard deviation of data</td>
<td>232 ± 16</td>
<td>120 ± 19</td>
<td>−0.51 ± 0.54</td>
<td>−1.1 ± 0.3</td>
<td>139 ± 47</td>
<td>1.2 ± 1.1</td>
</tr>
<tr>
<td>Intercept</td>
<td>0.32 ± 0.06</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Coefficient of first-degree term in MLR</td>
<td>−0.01 ± 0.07</td>
<td>0.010 ± 0.003</td>
<td>−0.27 ± 0.05</td>
<td>0.19 ± 0.05</td>
<td>−0.53 ± 0.07</td>
<td></td>
</tr>
<tr>
<td>Coefficient of second-degree term in MLR</td>
<td>−0.11 ± 0.03</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Limitsb</td>
<td>&gt; 180 W m$^{-2}$</td>
<td>&gt; 84 W m$^{-2}$</td>
<td>&lt; 9.4 µM</td>
<td>&gt; 0.016 µM</td>
<td>&lt; 240 µM</td>
<td>&lt; 4700 µmol N m$^{-2}$ d$^{-1}$</td>
</tr>
</tbody>
</table>

a Mean and standard deviation of the data were used to standardize the data to $z$ scores, which were then used in the MLR. Also shown are coefficients ± one standard error of the linear first-degree term and, if applicable, of the quadratic second-degree term of each included predictor in MLR. The limits of predictor and maximum allowed nitrogen fixation were also presented. See Table 1 for abbreviations of predictors.

b All numbers are in specified units without log transformations.

Fig. 5. Final multiple linear regression (MLR) results: observed nitrogen fixation versus MLR-fitted nitrogen fixation. Dashed line is a 1 : 1 line. Results were standardized ($z$ scores).

37 (25–56) and 23 (16–34) Tg N yr$^{-1}$ in the Atlantic, Pacific and Indian oceans, respectively (Table 6).

The environmental parameters included in the MLR model contributed to the estimated global marine NF differently. Minimum dissolved oxygen in upper 500 m contributed the most variance to the estimated global marine NF (Fig. 7a). It largely set the narrow latitudinal range of high NF in the Atlantic. The solar radiation limits the presence of the estimated NF to the range of ~40° S to 40° N (Figs. 7b), as the annual average solar radiation outside this range (Fig. 2a) is mostly lower than the set limit of 180 W m$^{-2}$ (Table 5). The average solar radiation in the mixed layer contributes high NF in the tropical upwelling zones (Fig. 7c). The upwelling in the eastern tropical Pacific led to high levels of surface nitrate, which limited the estimated NF in this region (Fig. 7d). The P$^*$ variable favored NF in a vast region of the eastern Pacific (Fig. 7e). In the Atlantic, P$^*$ also limited NF in the tropical and the northern subtropical regions while favoring it in the southern subtropical regions (Fig. 7e). Thus multiple environmental parameters contributed to the estimated NF in a region, often in an opposing fashion. For example, in the eastern tropical Pacific, the largest positive contributions by the average solar radiation in the mixed layer were only partially compensated for by negative contributions by nitrate. Surface nitrate may have acted as a suppressor in the MLR, which will be discussed later.

4 Discussion

4.1 Environmental controls on marine nitrogen fixation

In this study, we used several regression methods to assess hypothesized environmental controls on marine NF on
Fig. 7. Spatial anomalies of each component in the estimated log-transformed N$_2$ fixation from environmental parameters (Eq. 4), including (a) minimum dissolved oxygen, (b) surface solar radiation, (c) average solar radiation in the mixed layer, (d) surface nitrate concentration and (e) excess phosphate (P$^*$). All the panels are plotted on same color scale. In each panel, the vast white areas, approximately north of 40$^\circ$ N and south of 40$^\circ$ S, represent areas where the values of one or more environmental parameters were outside the limits for the MLR used to compute N$_2$ fixation (see text for details).

Table 6. Comparison of estimated spatially integrated nitrogen fixation (Tg N yr$^{-1}$) in this study and in Luo et al. (2012)*.

<table>
<thead>
<tr>
<th>Basin</th>
<th>This Study</th>
<th>Luo et al. (2012)</th>
</tr>
</thead>
<tbody>
<tr>
<td>North Atlantic Ocean</td>
<td>9.1 (6.7–12.6)</td>
<td>1.7 (1.3–2.2)</td>
</tr>
<tr>
<td>South Atlantic Ocean</td>
<td>4.5 (3.0–6.8)</td>
<td>1.1 (0.9–1.4)</td>
</tr>
<tr>
<td>North Pacific Ocean</td>
<td>23 (15–36)</td>
<td>35 (30–41)</td>
</tr>
<tr>
<td>South Pacific Ocean</td>
<td>14 (10–20)</td>
<td>24 (20–28)</td>
</tr>
<tr>
<td>Indian Ocean</td>
<td>23 (16–34)</td>
<td>–</td>
</tr>
<tr>
<td>Global Ocean</td>
<td>74 (51–110)</td>
<td>62 (52–73)</td>
</tr>
</tbody>
</table>

* Estimates in this study use the equation from the final multiple linear regression. Estimates in Luo et al. (2012) are spatially integrated nitrogen fixation estimated from geometric means of field data in every basin. Numbers in brackets are error ranges.

The global scale using a newly compiled database of field NF measurements. The samples covered the Pacific and Atlantic oceans, but unfortunately not the Indian Ocean. Annual climatologies of environmental parameters from different sources, mostly based on observations or modeled results validated by observations, were used in the regressions. Although we assessed multiple environmental parameters based on data availability, there could be other parameters that are currently unavailable but which could possibly also control marine NF, such as the fluxes of nitrate and phosphate and subsurface Fe. Recent laboratory studies, for example, suggest that NF rates of some marine microbial diazotrophs increase with rising aqueous CO$_2$ concentration and that there are positive synergistic effects between elevated CO$_2$ and warming (Hutchins et al., 2009).

Using the simple linear regressions, we computed the variance in the observed NF explained by each individual environmental parameter. The total variance explained by the MLR using all of the environmental parameters simultaneously may differ from the sum of the $R^2$ values from the simple, individual-parameter linear regressions, as correlations unavoidably exist among different environmental parameters (Table 2). Part or all of the explained variance by one environmental parameter may already be covered by its correlation with other environmental parameter(s) included in the regression. The stepwise MLR represented an effort to explain the maximum variance in the observed NF with the minimum number of predictors in the final regression equation as possible. An environmental parameter may be correlated with NF but absent from the stepwise MLR, indicating that the variance that could be contributed by this parameter has been fully covered by other parameter(s).

Surface solar radiation and minimum dissolved oxygen in the upper 500 m are likely the best available environmental predictors for the global spatial patterns of marine NF. These two parameters have the highest $R^2$ (≈ 40 %) in the quadratic regressions (Table 1). They were also the first parameters added by the stepwise MLR, explaining 47 % of the total variance even before the inclusion of the second-degree
term for solar radiation (step 3 in Table 4). When the resulting MLR equation was used to map global spatial distributions, the minimum dissolved oxygen largely determined the patterns of marine NF, such as low rates in the subtropical Atlantic and high rates in the Pacific (Fig. 7a). The solar radiation mainly acted as a “mask” to limit the presence of NF to the tropical and subtropical regions. However, the MLR component from solar radiation is mostly saturated for NF in these regions (Fig. 7b) and thus does not contribute much variance.

It was interesting to find that the subsurface minimum dissolved oxygen was highly correlated with the observed NF. Although we initially included this environmental parameter to identify possible zones for denitrification, the results showed that the observed NF maintained relatively high rates when the minimum dissolved oxygen was lower than \( \sim 150 \mu M \) and decreased only when the minimum dissolved oxygen passed this threshold (Fig. 3e). As this threshold is far higher than the oxygen level in the OMZs, denitrification occurring in the OMZs appears not to influence the NF in the surface waters right above. Actually, in the regions without strong upwelling, surface waters may not have strong contact with waters at the depth of oxygen minimum. Denitrification may influence the NF downstream, which can be horizontally far away from the location where the denitrification occurred. If this is true, the signal of in situ N-deficient waters, i.e., the \( P^* \), can still be found with high NF. However, the observed NF did not show strong correlation to the \( P^* \) concentration and the \( P^* \)-convergence-estimated NF, reaching low \( R^2 \) values of 0.07 and 0.11 from the quadratic regressions, respectively (Table 1; Fig. 3h and i). On the global maps (Figs. 2h and i), for instance, the \( P^* \) concentration and convergence are high in the subtropical South Atlantic, contrary to the low NF observed in the same basin (Fig. 1c). The highest NF was observed in the tropical Atlantic, while the \( P^* \) concentration is low in this region and the \( P^* \) convergence is comparable to those in the Pacific. Under current data availability, although the subsurface minimum dissolved oxygen is among the best predictors for the observed NF, there is no clear evidence that denitrification is a proximal control on spatial patterns of marine NF.

There could be other pathways whereby the subsurface low dissolved oxygen can stimulate marine NF. For instance, low pH is associated with low subsurface dissolved oxygen, as oxygen is consumed to decompose organic matter and to generate \( CO_2 \) and carbonic acid. Selected laboratory experiments showed that reduced pH/elevated \( CO_2 \) can increase NF (Hutchins et al., 2009), although field experiments did not show increased NF with elevated \( CO_2 \) (Law et al., 2012). The high rate of organic matter remineralization in the OMZs may also produce Fe-binding ligands and prolong the residence time of dissolved Fe (Hunter and Boyd, 2007; Misumi et al., 2013; Misumi et al., 2011), which in turn could stimulate NF in the surface waters if bioavailable Fe in the surface ocean is mostly supplied from the subsurface ocean. This possibility might be partly supported by a large Fe plume recently found in the South Atlantic OMZ (Noble et al., 2012).

Average solar radiation in the mixed layer had a relatively high \( R^2 \) in the regressions with the observed NF (Table 1), and was also included by the stepwise MLR (Tables 3 and 4). This parameter combines both the surface solar radiation and the mixed layer depth, but mostly reflects the signals from the mixed layer depth, as shown by the high negative correlation of \(-0.91\) between them (Table 2). The results support that marine NF tends to be active in stratified waters.

In the stepwise MLR, adding the first-degree nitrate term increased the explained variance by 4\% (step 4 in Table 4), while in the simple linear regression nitrate explained only a low amount of variance, about 1\% (Table 1). This showed that the surface nitrate acted as a suppressor for the MLR: it contributed to the explained variance indirectly by removing variance introduced by the minimum dissolved oxygen and the solar radiation. Although nitrate appears not to limit the NF, there are other pools to supply fixed N to the ecosystem, such as ammonium and dissolved organic nitrogen (DON) (e.g., Karl et al., 1997). The map of bioavailable N may be different if these two pools of fixed N could be included in addition to the nitrate pool. Unfortunately, there is no global coverage of measurements for ammonium and DON (particularly the bioavailability of DON).

SST was not included in the MLR model, although the simple linear regression for SST showed a relatively high \( R^2 \) of 0.27 (Table 1). This was mainly because of the high correlation (0.74) between surface solar radiation and SST (Table 2). When the surface solar radiation and the average solar radiation in the mixed layer are removed from the predictor candidates, the stepwise MLR model includes the first- and second-degree terms of the SST and achieves a similar \( R^2 \) (Table 3). Because of the strong spatial correlation between SST and solar radiation, we cannot use regressions alone to determine the actual underlying mechanism. Distinguishing between the two environmental factors is not necessary for globally mapping NF, but discrimination at a process level becomes more relevant, for example, in attempts to project future changes in NF in response to climate change and SST warming (Boyd and Doney, 2002; Moore et al., 2013). While the surface solar radiation is not expected to change dramatically, projected surface warming could expand the zonal range of NF poleward and thus influence the global integral; a complete analysis, however, would also need to take into account other factors such as macro- and micronutrients and changes in subsurface oxygen.

Fe is a widely hypothesized environmental control on the spatial patterns of marine NF. In this study, we used dust deposition as a proxy for Fe supply. However, the study did not show that NF increased with dust deposition when it was included in the equations for either a simple linear regression or stepwise MLR against the global data set. There is some evidence from the observations for an increase in NF with dust deposition, at least regionally in the North Atlantic (Fig. 3j),
but this does not appear to hold when lower dust deposition regions are included. Although the dust deposition data we used in this study are based on a model validated against limited observations (Luo et al., 2003; Mahowald et al., 2003), they capture at least the general patterns of observed deposition rates: higher in the Atlantic, (mainly because of dust from the Sahara), lower in the vast area of the Pacific (particularly the South Pacific) because it is remote from continents (Fig. 2i). Meanwhile, the observed NF was generally high in the Pacific, but low in the subtropical Atlantic (Fig. 1c). This result suggests that NF is saturated for Fe supply in most regions of the open ocean, diazotrophs have adapted to low Fe environment, or the Fe supplied from atmospheric dust deposition is mostly bio-unavailable and the bioavailable Fe in the surface ocean is mostly supplied via other processes. For example, low dissolved Fe concentration was found in the dust-rich South China Sea, hypothetically due to a lack of Fe-binding organic ligands (Wu et al., 2003). Another explanation is that the diazotrophic community in the Atlantic and Pacific oceans may be controlled by different environmental variables, and Fe limits NF in the Atlantic (Moore et al., 2009) (also see Fig. 3j). It was also found that upwelling events in the eastern equatorial Atlantic can increase NF rates in the surface waters by 2 to 7 times, suggesting the subsurface waters with a low N:P ratio or that are rich in Fe are upwelled to support higher NF (Subramaniam et al., 2013). We suggest that more measurements for dissolved Fe, or even bioavailable Fe if possible, are needed in the future to test the Fe limitation on marine NF.

Our results show that atmospheric dust deposition does not appear to influence the spatial patterns of NF on global scale; this contradicts, to some extent, a number of recent global prognostic modeling studies that emphasize the role of Fe and atmospheric dust deposition in modulating marine NF (e.g., Moore and Doney, 2007; Moore et al., 2006). For example, the latitudinal extent of NF is similar in the simulations of Moore and Doney (2007) and the MLR-derived extrapolation, suggesting that the model variation in diazotroph growth rate with temperature captures either the observed correlation with solar radiation and/or SST. Regionally, both approaches agree on elevated NF in the Indian Ocean, however because of Fe limitation and other factors, the prognostic model predicts low values in the subtropical South Pacific and eastern subtropical/tropical Pacific, in disagreement with our data-derived mapped product. These differences between the modeled and data-based spatial patterns suggest that some prognostic models may overestimate the influence of Fe relative to nitrogen loss processes in OMZs.

4.2 Uncertainties for regression and global estimate

The $R^2$ of the stepwise MLR is 0.59, meaning that there remains 41% of the variance in the observed NF that cannot be explained by annual mean climatologies of the environmental parameters. First we thought that using the annual climatologies might lower the explained variance. Thus we did experiments using monthly or seasonal climatologies matched to the sampling time of the observed NF, which, interestingly, resulted in substantially lower $R^2$ values in the simple linear regressions and the total explained variance was less than 40% in the stepwise MLR. This may suggest that the diazotrophs are selected to inhabit ocean regions with favorable long-term environmental conditions and fix $N_2$ in relatively constant rates, instead of responding quickly to seasonal variability. Current available data are insufficient to identify seasonal variability of NF. More measurements are needed in the future, such as long-term measurements of marine NF in certain sites; these are currently almost entirely unavailable, except for monthly measurements taken since 2005 at Station ALOHA in the subtropical North Pacific (Church et al., 2009).

This study used a simplified model by assuming polynomial relationships between the NF and the environmental parameters (linear and up to quadratic terms). Data that were approximately log-normally distributed were also log-transformed. However, our MLR approach would not capture more nonlinear relationships between NF and environmental parameters. Regressions of nonlinear models with different predictors can be complex and are beyond the scope of this study, particularly when the form of the real relationships are poorly known.

Nevertheless, the MLR explained a substantial fraction of the variance in the observed NF and provided estimates of the uncertainties as a function of the included environmental parameters (Fig. 4). The uncertainties were reasonable in most conditions. When the MLR equation was applied to map global patterns and the uncertainties were propagated, high uncertainties occurred almost exclusively above the OMZ in the eastern tropical Pacific (Fig. 6b). This reflects the fact that we only have a few profiles of NF rate above major OMZs (Figs. 1, 2e and 4).

To estimate total NF in different ocean basins and in the global ocean, Luo et al. (2012) did not interpolate the NF data because of the limited spatial data coverage; they estimated the total NF by directly taking the geometric means of the data (Table 6). In this study, we used the same NF data, but also took advantage of the better coverage of the environmental parameters to construct a statistical model between NF and environmental parameters before estimating total NF (Table 6). Compared to Luo et al. (2012), this study estimated a comparable or slightly lower NF for the Pacific, and a significantly higher estimate for the Atlantic. The total NF in the Atlantic is still the lowest of all the basins and may yet be underestimated based on the negative regression biases at the highest observed NF values in the North Atlantic (Fig. 5).

The estimated globally integrated NF from this study, 74 (error range: 51–110) Tg N yr$^{-1}$, is at the low end of current geochemical estimates of $\sim$100–200 Tg N yr$^{-1}$ (Eugster and Gruber, 2012; Galloway et al., 2004; Gruber, 2008). As most
of the original NF data used in this study were measured using $^{15}$N$_2$ method, this global estimate probably represents the rate of net NF (gross NF minus release of newly fixed N). As discussed above, the flaw of the previous $^{15}$N$_2$ method may also have substantially underestimated the NF. Our estimates are based on the data from the open ocean, although NF can be substantial in coastal regions (Mulholland et al., 2012). We also assumed that the samples used in this study covered all possible environmental conditions for effective NF and thus limited the estimated NF to the tropical and sub-tropical regions. However, a recent study found substantial NF ranging from 0.02 to 4.5 μmol N m$^{-3}$ d$^{-1}$ in the surface Canadian Arctic (Blais et al., 2012). These samples were not included in this study because their sampling environmental conditions were very different from the other samples, and also they were not depth-integrated samples. But these samples suggest marine NF can occur in higher latitudes, which would increase the current estimates of global marine NF. With these considerations, we should expect a higher global marine NF than the estimate provided by this study.

5 Conclusions

This data-based study assessed different environmental controls on global marine N$_2$ fixation (NF) using simple and multiple linear regressions. The results suggested that marine pelagic NF is controlled by either solar radiation or temperature and is largely restricted to the warm, stratified, high solar radiation bands in the tropics and subtropics. We further identified that marine pelagic NF can be low in the regions with high subsurface dissolved oxygen, although the controlling mechanism is unclear. Our data are not sufficient to support the hypothesis that marine NF is controlled by denitrification and the subsequent supply of N-deficit waters. Although it is possible that other environmental parameters such as atmospheric dust deposition (presumably representing Fe supply) and wind speed can influence marine NF over regional scales, on the global scale they were not identified by our study to explain substantial variance in the observed spatial patterns in marine NF. Applying the multiple linear regression equation and related global coverage of environmental controls, we estimated the global NF to be $\sim$50–100 Tg N yr$^{-1}$, a value at the lower end of current geochemical estimates. It was likely that we underestimated the global NF, both because we excluded NF in higher latitudes, and also because most of the NF rates used in this study were likely underestimated by using the method without fully equilibrated $^{15}$N$_2$ gas.

Studies of field data suggest that subsurface oxygen minimum zones (OMZs) have been expanding in the tropical Pacific and other areas because of decreasing oxygen solubility as a consequence of global warming and weak ventilation resulting from enhanced stratification (Stramma et al., 2008). If the trend of deoxygenation continues, marine NF may increase if our finding that high subsurface dissolved oxygen can limit NF in the above waters is robust. How much the marine NF can increase is still a question, as NF is ultimately limited by multiple environmental variables such as solar radiation and mixed layer depth, as has been demonstrated by this study. Even though our study does not indicate that Fe and other nutrients are affecting NF patterns in the contemporary ocean, they could become limiting in the future if NF were to increase in concert with the N loss. As the stratification develops with global warming, the supply of nutrients from deep waters can decrease and Fe, phosphorus and vitamins may act even more quickly to limit elevated NF (Moore et al., 2013). Mechanistic studies are also needed to better distinguish between temperature and solar radiation controls on the zonal extent of NF.

The spatial coverage of NF observations in the MARE-DAT database currently are limited in the Pacific and even more in the Indian Ocean. Our findings need to be assessed with more extensive spatial sampling in these two important ocean basins. Particularly, there were very few samples of NF above the major OMZs, such as the eastern tropical Pacific, eastern tropical Atlantic and the northern Indian Ocean, which resulted in large uncertainties in our estimated NF in these areas. Scientists tended to sample ocean regions that were believed to be inhabited by diazotrophs. Our study, however, showed some regions that can be NF “hot” zones that have not been well sampled. We suggest that a top priority for future field sampling should include measurements of marine NF within and downstream of OMZs, and then in the other areas of the Pacific and Indian oceans. Scientists should also pursue better sampling of bioavailable Fe, as well as $P^*$, through measurements of both inorganic and organic fixed N and P.

Supplementary material related to this article is available online at http://www.biogeosciences.net/11/691/2014/bg-11-691-2014-supplement.pdf.
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