A test of basin-scale acoustic thermometry using a large-aperture vertical array at 3250-km range in the eastern North Pacific Ocean
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Broadband acoustic signals were transmitted during November 1994 from a 75-Hz source suspended near the depth of the sound-channel axis to a 700-m long vertical receiving array approximately 3250 km distant in the eastern North Pacific Ocean. The early part of the arrival pattern consists of raylike wave fronts that are resolvable, identifiable, and stable. The later part of the arrival pattern does not contain identifiable raylike arrivals, due to scattering from internal-wave-induced sound-speed fluctuations. The observed ray travel times differ from ray predictions based on the sound-speed field constructed using nearly concurrent temperature and salinity measurements by more than a priori variability estimates, suggesting that the equation used to compute sound speed requires refinement. The range-averaged ocean sound speed can be determined with an uncertainty of about 0.05 m/s from the observed ray travel times together with the time at which the near-axial acoustic reception ends, used as a surrogate for the group delay of adiabatic mode 1. The change in temperature over six days can be estimated with an uncertainty of about 0.006 °C. The sensitivity of the travel times to ocean variability is concentrated near the ocean surface and at the corresponding conjugate depths, because all of the resolved ray arrivals have upper turning depths within a few hundred meters of the surface. © 1999 Acoustical Society of America. [S0001-4966(99)04506-3]

PACS numbers: 43.30.Pc, 43.30.Cq [SAC-B]

INTRODUCTION

Broadband acoustic signals were transmitted during November 1994 from a 75-Hz source to a 700-m-long vertical line array of hydrophones approximately 3250 km distant in the eastern North Pacific Ocean as part of the Acoustic Engineering Test (AET) of the Acoustic Thermometry of Ocean Climate (ATOC) project. The overall goals were (i) to determine the accuracy with which gyre- and basin-scale ocean temperature and heat content variability can be measured using the methods of ocean acoustic tomography, (ii) to determine the vertical resolution that can be obtained at multimegamer ranges using a single vertical slice containing an acoustic source and receiver, and (iii) to understand the sources of variability. Small-scale processes like internal waves and mesoscale eddies have on the signals. A companion paper by Colosi et al. (1999) focuses on internal-wave effects and the potential predictability of these effects using analytic acoustic fluctuation theories based on internal-wave dominance.

A number of previous experiments have firmly established the accuracy and resolution with which tomographic methods can measure ocean temperature and current at ranges of up to about 1000 km (Munk et al., 1995). There have been only a few previous experiments in which broadband acoustic signals have been transmitted over multimegamer ranges, however, and these experiments have left a number of issues unresolved, as discussed below.

In an experiment conducted intermittently from 1983-1989, a broadband 133-Hz source mounted on the bottom at 183-km depth near Kaneohe, Hawai‘i, transmitted roughly 3.7 Mm to a bottom-mounted horizontal array at 1433-km depth offshore of California [see Spiesberger and Tappert (1996), and the papers referenced therein]. Interpretation of the received signals was complicated because all of the energy reflected one or more times from the slope near Oahu before becoming trapped in the sound channel. No individual, re-
solved ray arrivals were observed. Rather, five distinct and relatively stable arrivals found near the beginning of complex receptions lasting several seconds were shown to be ray arrival clusters, each containing many predicted ray arrivals. All five ray clusters consisted of steep rays inclined at about 15° to the horizontal at the depth of the sound-channel axis. The accuracy of the interpretation of the observed travel-time variability of the ray clusters purely in terms of ocean temperature changes is somewhat uncertain. As ocean conditions change, the locations at which the rays interact with the bottom will change. The bathymetry at the locations ensonified by the rays is not well known, and so the extent to which changes in path length of the bottom-reflected rays might be contributing to the observed travel-time changes is also uncertain.

A second experiment conducted in 1987 showed that individual ray arrivals associated with very steep ray paths are resolvable, identifiable, and stable at 3-4-Mm ranges, when bottom interactions are unimportant. In this experiment, transmissions from a broadband 250-Hz source moored near the depth of the sound-channel axis in the central North Pacific Ocean (Dushaw et al., 1993) to a bottom-mounted horizontal array in deep water about 3 Mm distant were analyzed in detail (Spiesberger and Metzger, 1991; Spiesberger et al., 1994). All of the measured arrivals for this transmission path corresponded to rays that either reflected from the surface or had upper turning depths within a few tens of meters of the surface. As a result the vertical resolution that might have been achievable using a receiver located closer to the depth of the sound-channel axis could not be determined. Interpretation of the absolute travel times in this experiment was difficult because the locations of the source and receiver were not precisely known and because no measurements were made of the sound-speed field between the source and receiver at the time of the experiment.

Finally, the Heard Island Feasibility Test (HIFT) in January 1991 demonstrated that low-frequency coded transmissions with a center frequency of 57 Hz could be coherently processed to yield adequate signal-to-noise ratios (SNRs) at ranges of up to 18 Mm (Munk et al., 1994). None of the HIFT receptions yielded arrivals that were resolvable and identifiable with specific rays or modes, even at ranges as short as 5 Mm. Given that the previous experiments discussed above had yielded either ray clusters or individual ray arrivals that were identifiable at 3-4-Mm ranges, the inability to identify specific arrivals at about 5-Mm range in the HIFT case was probably due in part to the fact that all the signals traversed the complex oceanographic structure associated with the Antarctic Circumpolar Front. The difficulties encountered in interpreting the observed receptions were exacerbated by the fact that the sources were suspended from a moving ship, so that the geometry was continually changing and the long-term stability of the transmissions could not be determined.

The ATOC Acoustic Engineering Test differed from these earlier experiments in a number of important ways. Both the 75-Hz source and the receiver were located near the depth of the sound-channel axis at deep-ocean locations to avoid bottom interactions. The receiver was a 700-m-long vertical line array so that the vertical structure of the received signals could be measured. One implication is that the vertical arrival angles of any raylike arrivals could be determined and used to confirm the ray identifications. Further, the array was designed to be able to spatially resolve the low order acoustic modes, so that modal travel times could be measured and modal scattering studied. The locations of the source and receiver were precisely determined using GPS navigation, so that the absolute range is known to within a few meters. Finally, the temperature and salinity fields along the transmission path connecting the source and receiver were measured during the experiment with closely spaced expendable conductivity-temperature-depth (XCTD) casts, so that the upper-ocean sound-speed field can be accurately computed.

We are unaware of any previous broadband measurements that have been made at ranges in excess of 1000 km with a vertical receiving array. A long vertical array was deployed off Monterey, California, during HIFT at a range of 17 Mm to measure the modal content of the received signals, but low SNRs precluded broadband processing (Baggieroer et al., 1994). Narrowband analyses showed a surprisingly rich modal population. The experiment that most closely resembles the one described here occurred during July 1989, when broadband signals were transmitted from a moored 250-Hz source to a 3-km-long vertical receiving array 1000 km distant in the north central Pacific Ocean (Howe et al., 1991; Duda et al., 1992; Cornuelle et al., 1993; Worcester et al., 1994). This experiment showed that energy confined near the sound-channel axis is significantly scattered by small-scale oceanic variability, reducing the vertical resolution that can be obtained using tomographic methods (Colosi et al., 1994).

The ATOC Acoustic Engineering Test is described in Sec. I of this paper. The measured broadband acoustic arrival pattern at 3250-km range and 75-Hz center frequency is then compared in Sec. II with the arrival pattern predicted using the nearly concurrent temperature and salinity measurements. The goal is to determine if the two are quantitatively consistent as a function of travel time and depth to within the uncertainty imposed by our necessarily incomplete knowledge of the sound-speed field. A full and complete understanding of the forward problem is the sine qua non of any inverse problem. The observed ray travel times are found to differ from ray predictions by more than a priori variability estimates, suggesting that the equation used to compute sound speed from temperature, salinity, and pressure requires refinement. One of the key issues is the extent to which near-axial acoustic energy is scattered by internal-wave-induced sound-speed fluctuations. It is conceivable that acoustic scattering from small-scale oceanic variability will set a maximum range beyond which it is impossible to extract meaningful information on the temperature of the intervening ocean from acoustic travel-time data. Linear inverse methods are used in Sec. III to estimate the accuracy and vertical resolution with which the sound-speed field (and therefore temperature and heat content) in the vertical plane containing the source and receiver can be determined at mul-
The source transmitted a phase-modulated signal with a center frequency of 75 Hz. The phase modulation was encoded using a linear maximal-length shift-register sequence containing 1023 digits. The source transducer has less bandwidth than desired but more drive capability than needed. The input waveform used to drive the source was therefore adjusted to give an output signal containing phase-modulated digits with two cycles of carrier each, even though the inherent bandwidth of the source was significantly narrower than \( Q = 2 \) (37.5 Hz). Each digit was then 26.667 ms in duration, and each sequence period was 27.2800 s long. Fifty-four transmissions were made, consisting of a mix of 10-, 20-, and 40-min transmissions, with 2 to 4 h between transmissions. The source level was 260 W (195 dB re 1 \( \mu \)Pa at 1 m).

The vertical receiving array consisted of 20 hydrophones at 35-m spacing (1.75 wavelengths at 75 Hz) between 900- and 1600-m depth. (A second 20-hydrophone subarray, between 200- and 900-m depth, failed.) The incoming hydrophone signals were amplified, bandpass filtered, and sampled using 16-bit analog-to-digital converters at a 300-Hz rate.

Transmissions were made for seven days during November 1994, beginning on yearday 321 (17 November 1994) and ending on yearday 327 (23 November 1994). After return to shore, the acoustic data were complex demodulated and the phase modulation was removed. Forty periods (1091.20 s) of the received signal were recorded for the 20-min transmissions, but only 28 periods (763.840 s) were coherently processed to form the receptions shown here. The SNR of the ray arrivals did not increase for longer averaging times, indicating that the signal duration exceeded the signal coherence time. Doppler processing was required owing to the relative velocities of the moored source and receiver. Even though the relative velocities were small (1-2 cm/s), the long coherent processing time made the relative motion during transmissions significant. A standard Doppler search was performed for each reception to determine the relative velocity (assumed constant) that yielded the maximum output signal level.

The position of the source and the position and shape of the AVLA were measured by long-baseline acoustic navigation systems, using acoustic transponders on the seafloor. The source’s position was determined to within about 1 m rms, using acoustic interrogators on the source package and on R/P FLIP. Source displacements as large as 1500 m occurred, with typical velocities of 1-2 cm/s (Fig. 2). The absolute positions of the elements in the vertical receiving array were determined to within about 1.5-m rms, using an acoustic interrogator at the center of the array. The navigation signals were received on six of the same hydrophones used to receive the 75-Hz signals, distributed over the array aperture, as well as on the interrogation transducer. The relative positions of the hydrophones were determined to within about 0.2 m rms. Array displacements in excess of 100 m were observed, as well as significant array curvature (Figs. 2 and 3).

Surprisingly, the relative velocities determined from the measured source and receiver locations did not always agree with those determined from the Doppler processing. The discrepancy is due to acoustic travel-time (phase) changes pro-
duced during a transmission by the change in the barotropic tidal current along the acoustic path over the 20-min transmission interval. (Constant velocities, even if range dependent, do not produce a Doppler shift.) Tidally induced phase changes can be comparable to those caused by relative motions of the source and receiver. Even if both the source and receiver were truly fixed, a tidal correction would be required, either by Doppler processing or by a tidal prediction which allows for the finite duration of the transmission.

The temperature and salinity fields along the acoustic path were directly measured during the experiment. XBT casts to 760-m depth were made at approximately 30-km intervals. XCTD casts to 1000-m depth were made at approximately 300-km intervals, in conjunction with every tenth XBT cast. The XBT/XCTD survey required seven days, from yearday 325 (21 November 1994) through yearday 331 (27 November 1994), and thus overlapped with the end of the transmission period. The survey began at the receiver and proceeded toward the source.

II. THE FORWARD PROBLEM: PREDICTABILITY OF ACOUSTIC PROPAGATION

The combination of a vertical receiving array, nearly concurrent environmental measurements, and broadband signals designed to measure acoustic travel times with a precision of a few milliseconds makes it possible to test quantitatively whether the measured arrival pattern is consistent with predictions to within measurement uncertainty. Plotting acoustic intensity as a function of travel time and hydrophone depth clearly reveals acoustic wave fronts sweeping across the array (Fig. 4). Wave fronts can be seen prior to a travel time of about 2195 s, after which the arrival pattern becomes quite complex.

A. Sound-speed field

The depth of the sound-channel axis gradually deepens as one proceeds from the source toward the receiving array (Fig. 5). Sound speeds were derived from climatological temperature (Levitus and Boyer, 1994) and salinity (Levitus et al., 1994) data for November extracted from the World Ocean Atlas 1994. This climatology will be referred to hereafter as the WOA94 climatology, with the understanding that the climatology for November is used, rather than the annual average. Sound speeds were computed using the sound-speed equation of Del Grosso (1974). [Millero and Li (1994) provide a corrected version of the sound-speed equation of Chen and Millero (1977) that is equivalent for the parameter range of interest here and could equally well have been used.] The historical sound-channel axis is at about 650-m depth at the source and reaches about 800-m depth at the receiver, although the minima are not sharply defined. The source is therefore approximately on axis, and the top of the receiving array is slightly below axial depth.

Sound speeds in the upper 760 m at the time of the experiment were derived from the XBT and XCTD data. The
salinity values corresponding to the XBT temperatures were estimated using the temperature-salinity relation from the nearest XCTD cast. Sound speeds below 760-m depth were calculated from the WOA94 climatology, as in Fig. 5. The upper ocean perturbations derived from the XBT/XCTD data were smoothed into the WOA94 sound-speed field below 760-m depth using a 200-m vertical $e$-folding scale.

A smooth, range-dependent sound-speed field was constructed from a combination of the XBT/XCTD measurements and the historical data by objective mapping (Fig. 6). The objective mapping procedure provides an estimate of the uncertainties in the smooth field due to limited coverage and measurement noise. These uncertainties can be converted into uncertainties for the travel-time predictions made from the objectively mapped field by using the linearized forward problem (Dushaw et al., 1993; Cornuelle et al., 1993). The objective mapping procedure also largely removes internal-wave variability from the sound-speed maps by smoothing in the horizontal and the vertical with scales appropriate to ocean mesoscale variability.

To construct the maps, the sound-speed field was expressed as a range-dependent perturbation field relative to a range-dependent reference field obtained from the WOA94 climatology. The sound-speed perturbation was assumed to be a random variable with zero mean and a known covariance, separable into an inhomogeneous vertical covariance and a homogeneous, depth-independent horizontal covariance with 70-km $e$-folding scale.

The sound-speed perturbation field $\Delta C(x,z)$ was discretized as a sum of products of horizontal and vertical functions,

$$\Delta C(x,z)=\sum_{j=1}^{M} \sum_{k=1}^{K} a_{jk} F_j(z) G_k(x),$$  

where $a_{jk}$ are the model parameters. The $F_j(z)$ were chosen to be the eigenvectors of the vertical covariance of the sound-speed perturbations as a function of depth as estimated from the XBT data,

$$\langle \Delta C(z_1) \Delta C(z_2) \rangle = \sum_{j=1}^{M} F_j(z_1) \lambda_j^2 F_j(z_2),$$  

where the $\lambda_j$ are the eigenvalues, i.e., the $F_j(z)$ are the empirical orthogonal functions (EOFs) for the XBT data set. The first six EOFs were used, which account for 93% of the observed XBT variance. Retaining additional EOFs only gradually reduces the residual variance while increasing the number of model parameters and the small-scale structure in the mapped field.

Truncated Fourier series were used for the horizontal parametrization. The wave number spectrum was specified to be white for wavelengths longer than 300 km, and proportional to wavelength (inverse wave number) squared for shorter wavelengths. This spectrum gives a horizontal covariance $e$-folding scale of 70 km but includes allowances for a strong mean component.

Sound speeds computed from the XBT/XCTD measurements, $C(x_i,z_i)$, are related to the model parameters by

$$\Delta C_i(x_i,z_i) = C_i(x_i,z_i) - C_0(x_i,z_i) = \sum_{j=1}^{M} \sum_{k=1}^{K} a_{jk} F_j(z_i) G_k(x_i) + r_i,$$

where the $\Delta C_i$ are the sound-speed perturbations at the measurement locations relative to a reference sound-speed field $C_0(x_i,z_i)$, selected here to be the WOA94 climatology. The measurement noise $r_i$ is due to instrument error (which varies with depth and is typically correlated because of fall-rate error) and unmodeled phenomena (model error), including internal waves. The coefficients $a_{jk}$ are computed by objective mapping, i.e., by a tapered, weighted least-squares fit that minimizes the differences between the $\Delta C_i$ computed from the XBT data and those computed from the ocean model.

The sound-speed perturbation field shows significant eddy activity near the source, with peak perturbations of up to about 10 m/s (Fig. 6). The eddy activity is weaker over most of the remaining path. A more-or-less uniform surface mixed layer with a depth of about 100 m is present over almost the entire path.
B. Geometric optics and ray identification

Raylike arrivals, in the form of wave fronts sweeping across the array, are clearly evident in the measured data prior to a travel time of about 2195 s, as noted above. These arrivals are both resolvable and stable over the duration of the experiment. It will be shown in this section (i) that these arrivals can be unambiguously identified with specific acoustic rays using any of several ocean climatologies, without the need to use the XBT/XCTD data, and (ii) that the measured travel times are offset from the travel times predicted using the sound-speed field constructed from the XBT/XCTD measurements by a surprisingly large amount.

Using the sound-speed field constructed from the WOA94 climatology, range-dependent ray tracing over the measured range between the source and receiver gives predicted wave fronts that match those observed (Fig. 7). The range-dependent ray code used is that of Colosi; the predicted travel times have been checked against those from RAY (Bowlin et al., 1993). The ray tracing was done in Cartesian coordinates, after appropriately transforming the depth coordinate and sound-speed profiles from spherical coordinates (Munk et al., 1995). The radius of curvature to be used in the transformation is not obvious, as the true radius of curvature is a function of position on a spheroidal earth. Changing the assumed radius of curvature by up to 50 km changes the computed travel times for the geometry of this experiment by less than 3 ms, however, so the precise choice of the radius of curvature is not critical.

The measured and predicted travel times do not agree exactly, of course, at least in part because the ocean sound-speed field at the time of the acoustic transmissions is not the same as that computed from the WOA94 climatology. The predicted travel times shown in Fig. 7 have been delayed by 0.15 s to approximately align the measured and predicted arrival patterns. The similarity of the measured and predicted arrival patterns makes the identification of the measured wave fronts with particular ray paths straightforward. At least in this case climatological data are adequate for ray identification. The essential information to be used in the inversions in Sec. III is the slight mismatch between the measured and predicted travel times. The significance of the overall shift between the two patterns will be discussed at length in that section.

The identification can be confirmed by comparing the measured and predicted vertical arrival angles of the rays (Fig. 8). The measured arrival angles were estimated from the data with a conventional plane-wave beamformer, using the entire 700-m array aperture. The predicted arrival angles were obtained from the same range-dependent ray trace used to construct Fig. 7. After shifting the predicted travel times 0.15 s later, as in Fig. 7, the agreement between the measured and predicted ray arrival times and angles is excellent. Each wave front can therefore be labeled with an identifier $n$, where $+(-)$ indicates a ray that initially travels upward (downward) at the source and has a total of $n$ upper and lower turning points between the source and receiver. None of the identified rays interacts with the seafloor.

Given the large number of resolved wave fronts in the
measured arrival pattern, with similar vertical arrival angles, the ray identification might appear to be ambiguous. To test whether this is indeed the case, the rms difference between the measured and predicted travel-time patterns was computed as a function of the time shift applied to the predicted travel-time pattern (Fig. 9). To make this calculation, time series of the measured travel times for each ray arrival were constructed from the beamformer output (Fig. 10). The time-means of these series were then used to compute the rms travel-time difference. The rms difference has a clear global minimum for a time shift of 0.15 s, indicating that the measured and predicted time-mean patterns are most closely aligned when the predicted pattern is shifted later by this amount. (This is the shift used to align the measured and predicted arrival patterns in Figs. 7 and 8.) Sound speeds from the WOA94 climatology were used to construct Fig. 9. Similar results (Table I) were obtained using sound speeds computed from the earlier 1982 Levitus climatology (Levitus, 1982) and a climatology recently developed by Men-
TABLE I. Comparison of the ray travel times predicted for various sound-speed fields with the time means of the measured travel times for each ray arrival, as determined from the beamformer output. The time shift that gives the best alignment between the predicted and measured travel times, the rms difference between the two for this time shift (normalized by the number of identified rays), and the number of identified rays are given. A positive time shift means that the measured travel times are greater than the predicted travel times.

<table>
<thead>
<tr>
<th>Sound-Speed Field</th>
<th>Time Shift (s)</th>
<th>RMS (s)</th>
<th>No. of Identified Rays</th>
</tr>
</thead>
<tbody>
<tr>
<td>Levitus (1982)</td>
<td>0.01</td>
<td>0.0067</td>
<td>48</td>
</tr>
<tr>
<td>WOA94</td>
<td>0.15</td>
<td>0.0063</td>
<td>47</td>
</tr>
<tr>
<td>Menemenlis</td>
<td>0.01</td>
<td>0.0114</td>
<td>52</td>
</tr>
<tr>
<td>WOA94 + XBT</td>
<td>0.22</td>
<td>0.0049</td>
<td>49</td>
</tr>
</tbody>
</table>

FIG. 11. Travel-time perturbations computed by subtracting the predicted travel times from the time-mean measured travel times, as derived from the plane-wave beamformer output. Predictions were made using both the sound-speed field derived from the WOA94 climatology and the objectively mapped sound-speed field derived from the XBT/XCTD data. The travel-time perturbations are plotted as a function of the minimum upper and maximum lower turning point depths. (The upper and lower turning point depths are functions of position for range-dependent propagation.) This choice of ordinate aids in interpreting the data, because the rays are most sensitive to the ocean at the turning point depths. Figure 11 shows that the measured travel times are greater than the predicted travel times computed using the WOA94 climatology by about 0.15 s on average, which is why delaying the predicted travel times by this amount in Figs. 7 and 8 approximately aligns the two patterns. Positive travel-time perturbations for all rays that turn in a particular depth range suggest that sound speeds in that depth range are lower than those used to make the predictions. Because each ray turns above and below the sound-channel axis at depths with equal sound speeds (conjugate depths), the location of the sound-speed perturbation responsible for the travel-time perturbation is fundamentally ambiguous (Munk and Wunsch, 1982).

Using the time-mean travel times for the comparison assumes that, aside from internal waves and tides, changes in the sound-speed field over the duration of the experiment are small. The six-day period during which acoustic data were collected is short compared to the several-week periods typical of mesoscale variability, so this assumption is plausible. The acoustic travel times show a small, but nonzero, trend over the duration of the experiment (Fig. 10), supporting the assumption of a largely unchanging subinertial sound-speed field, at least for the purpose of identifying the ray arrivals.

Explicit error bars can be computed for the travel-time offsets relative to predictions made using the XBT/XCTD data. The error bars are a combination of the uncertainties in the measured and predicted travel times.

The computed uncertainty in the predicted travel times arises from uncertainties in the objectively mapped sound-speed field used to make the predictions (owing to the imperfect sampling of the field), to the uncertainty in the equation used to compute sound speed from temperature and salinity (±0.05 m/s rms), and to the uncertainty in source-receiver range. The precision with which the source (1 m rms) and receiver (1.5 m rms) locations were determined using differential GPS navigation leaves an uncertainty of only about 2 m rms in the range, which is negligible compared to the other sources of uncertainty. The uncertainties in the predicted travel times were calculated using the output error covariance provided by the mapping procedure and the linearized forward problem matrix, which converts ocean parameters to travel-time perturbations. Because the objective map covered only the upper ocean, uncertainties in the deep sound-speed field were estimated from historical data.

The uncertainties in the time-mean measured travel times are a combination of the error in determining the peak arrival time due to ambient noise, internal-wave-induced travel-time fluctuations, tidally induced travel-time fluctuations, and the small travel-time trend observed over the course of the acoustic measurements. Travel-time fluctuations at tidal frequencies were fit and removed prior to forming the mean. After energy at tidal frequencies is removed, the remaining high-frequency travel-time fluctuations about a linear trend are found to be 11-19 ms rms, due primarily to internal waves. [See Colosi et al. (1999) for a comparison of the observed travel-time variances to predictions made assuming that the fluctuations are due to internal-wave-induced scattering.] These high-frequency travel-time fluctuations are suppressed in the mean. The trend will be discussed further in Sec. III. In this case the dominant sources of error are the travel-time trend and the uncertainty in the predicted travel times.

Surprisingly, the measured travel times are significantly offset from predictions made using the XBT/XCTD data (Fig. 11). The average time shift required to align the arrival
C. Surface interactions

The discussion to this point has focused on a comparison of the ray arrivals observed prior to a travel time of about 2195 s to predictions made using geometric optics. In this section, predictions made using geometric optics are compared with predictions made using a broadband adiabatic mode code to assess the adequacy of the geometric optics approximation at the long ranges and low frequencies of interest. The adiabatic mode approximation includes more complete physics than geometric optics and thus should more faithfully model reality, at least in cases for which the adiabatic approximation is valid. Boden et al. (1991) made similar comparisons and reported the ray approximation to be adequate for estimating travel times out to 4000-km range for frequencies above 100 Hz.

Predictions were made for a source depth of 700 m, a range of 3000 km, and a range-independent sound-speed profile typical of that found in the northeast Pacific Ocean (Colosi et al., 1994). The adiabatic predictions were made for 120 modes, using the code of Dzieciuch (1993). Frequency domain predictions for a center frequency of 75 Hz and a $-3$-dB full bandwidth of 30 Hz were Fourier synthesized to form broadband arrival patterns in the time domain.

Comparison of calculated ray travel times with those derived from the adiabatic prediction shows that the two agree within a few milliseconds (at 3000-km range) for rays that reflect off the surface and for rays with upper turning depths well below the surface (Fig. 12). Rays with upper turning depths within a few wavelengths of the surface ($\lambda = 20$ m at 75 Hz) arrive up to 40 ms earlier in the geometric optics approximation than in the adiabatic mode approximation, however. Rays refracting near the surface, but that do not actually reflect off it, are unaffected by its presence. Modes, however, have evanescent tails that are affected by the presence of the pressure-release boundary condition at the surface, even when the modal turning depth is below the surface, slightly reducing the group speeds.

This effect is somewhat larger than the precision with which travel times can be measured, and therefore constitutes a potentially important bias for ray travel-time inversions at long ranges. For the simple range-independent geometry for which the test calculations were made, the rays turning within a few wavelengths of the surface have approximately 50 upper turning points, so the bias is roughly 1 ms per surface interaction.

The effect is expected to be relatively small for the measurements described here, however, compared to travel-time uncertainty. Surface interactions for the observed rays are confined to approximately the first 500 km of the path, because the depth of the sound-channel axis increases from the source toward the receiver, giving at most 12 surface interactions per ray, or about 12 ms bias. This small bias will be neglected when the travel times are used to estimate the sound-speed field in Sec. III. In addition, few rays have minimum upper turning depths in the upper 50 m, where the effect is most significant (Fig. 11).

This effect is not new (Murphy and Davis, 1974), but has not previously been accounted for in long-range acoustic thermometry. Boden et al. (1991) comment that although they found the mean differences between the ray and normal-mode travel times to be small, this was not entirely due to the goodness of fit between the ray and normal-mode solutions. Their ray travel times were consistently greater than their normal-mode travel times for surface-reflected rays ($\pm 13.5^\circ$ to $\pm 16.5^\circ$), but the ray travel times were consistently less than the normal-mode travel times for near-surface ($\pm 11.5^\circ$ to $\pm 13.5^\circ$) refracted arrivals. The sign of the difference for the near-surface refracted arrivals is consistent with that found here and suggests that this effect may have been important in their simulations as well, although they did not discuss it.

FIG. 12. Travel-time bias due to nongeometric effects for rays turning near the surface. Ray travel times minus adiabatic-mode travel times are plotted as a function of ray upper turning depth. To estimate the bias the predictions were made for a source depth of 700 m and a range of 3000 km, using a range-independent profile typical of the northeast Pacific Ocean.
Discreet ray arrivals are no longer evident in the measured arrival pattern for travel times greater than about 2195 s (Figs. 4 and 7). This behavior is similar to that previously observed at 1000-km range and 250-Hz center frequency (Worcester et al., 1994). In that case Colosi et al. (1994) used broadband parabolic equation simulations to show that the observed scattering of the near-axial acoustic energy was consistent with what would be expected for propagation through an internal-wave field containing approximately one-half the energy in the standard Garrett–Munk internal-wave spectrum.

Similar broadband parabolic-equation simulations were made for the geometry of this experiment. Frequency domain predictions for a center frequency of 75 Hz and a 3-dB full bandwidth of 30 Hz were Fourier synthesized to form broadband arrival patterns in the time domain, as in the previous section. Predictions made for the sound-speed field constructed using the XBT/XCTD data (Fig. 6) give pulse terminations (i.e., the times at which the acoustic reception ends) much earlier than observed for hydrophones well below the sound-channel axis (Fig. 13). Adding a simulated internal-wave field with the standard Garrett–Munk internal-wave energy level gives a predicted arrival pattern that does not contain discreet ray arrivals after a travel time of about 2195 s and that has pulse terminations nearly independent of depth over the 900- to 1600-m-deep array aperture, as observed. Modal decompositions of similar parabolic-equation simulations at multimegamer ranges show that the propagation of the near-axial acoustic energy is generally not adiabatic, but rather that there is strong modal coupling due to the presence of internal waves (Colosi and Flatté, 1996; Colosi, 1997).

The strong scattering of near-axial energy by internal waves makes it difficult to extract useful observables for the energy arriving after about 2195 s. Rays can no longer be separated from one another, even using the vertical array to provide resolution in both time and angle. Although modal arrivals can be separated using the vertical array, internal-wave-induced modal coupling means that energy contained in a given mode at the receiver has propagated in a variety of modes, at a variety of group velocities, en route from the source to the receiver, making the interpretation of the observed group delays fundamentally ambiguous. Further, the scattered modes show significantly more time spread at the receiver than would be expected considering only modal frequency dispersion across the band of interest in the absence of internal-wave scattering, making accurate determination of the group delays difficult.

The lowest-order modes are found in the numerical simulations to be more nearly adiabatic than higher-order modes (Colosi and Flatté, 1996), however, suggesting that
their group delays (travel times) might be useful in inversions to determine the sound-speed field, increasing the vertical resolution of the resulting estimates.

The data from the vertical array can be used to estimate the amplitude of mode 1 as a function of time using least-squares techniques, even though the array aperture is at best marginal for mode isolation using conventional spatial filtering techniques (Sutton et al., 1994). Unfortunately, the time history of even the lowest-order mode amplitude estimated by least squares is quite complex. Using the peak of the mode 1 amplitude to define the modal group delay gives an rms variation about the mean of 178 ms, which is much greater than the rms of about 20 ms for the observed ray travel times. This large rms variation suggests that mode coupling due to small-scale ocean structure is more important than the simulations might suggest, or that the energy from other modes is leaking into the solution for the mode 1 amplitude because of the suboptimum array geometry. The group delay of mode 1 is thus difficult to determine.

The pulse termination at the most axial hydrophone is relatively unambiguous, however, and might be viewed as a surrogate for the group delay of adiabatic mode 1. The rms variation about a linear trend fit to the pulse termination times is 22.9 ms, which is much less than the rms variation of mode 1 as determined above and is comparable to the rms variation of the observed ray travel times. [See Colosi et al. (1999) for a comparison of the observed travel-time variance to a prediction made assuming that the fluctuations are due to internal-wave-induced scattering.] Even in the presence of mode coupling, no energy can travel more slowly than the energy that propagates the entire distance between source and receiver in mode 1. To the extent that any acoustic energy remains in mode 1 over the entire path, the pulse termination will reflect the travel time of that energy.

The time-mean measured travel time of the pulse termination is 398 ms greater than predicted using the WOA94 climatology, but only 75 ms greater than predicted using the objectively mapped XBT/XCTD data. Surprisingly, the use of the nearly concurrent XBT/XCTD data improves the agreement between the measured and predicted group delay for mode 1 much more significantly than their use improved the agreement between measured and predicted ray travel times, as discussed in Sec. II B. This is presumably due to a combination of effects. The midpoint of the acoustic measurements occurred on yearday 324, while the midpoint of the XBT/XCTD survey occurred four days later on yearday 328. The upper ocean can change much more rapidly than the deeper ocean, so the XBT/XCTD data can be expected to represent the state of the near-axial ocean somewhat more accurately than the state of the upper ocean at the time of the acoustic measurements. Further, and probably more important, mode 1 is sensitive to the error in near-axial sound speed integrated over the entire range. This error is reduced using the XBT/XCTD data. In contrast, the rays are sensitive both to the upper-ocean sound-speed field sampled by the XBT/XCTD measurements and to the deep sound-speed field about which the XBT/XCTD data provide no information.

III. THE INVERSE PROBLEM

In this section both the time mean and the trend in the sound-speed field between the source and receiver are estimated. The range-independent perturbation needed to bring the measured and predicted travel times into consistency is estimated first, using least squares inverse methods similar to those used to map the sound-speed field in Sec. II. The data consist of the time-mean travel times of the resolved rays and of the pulse termination at the most axial hydrophone, used as a surrogate for the group delay of mode 1. The linear trends in sound speed, temperature, and heat content over the six-day experiment are estimated next, using as data the linear trends in the travel times of the resolved rays and the pulse termination.

A. Inverting for the mean state

As was noted in Sec. II, the time-mean travel times are significantly offset from predictions based on the range-dependent sound-speed field constructed using the XBT/XCTD measurements. It is in principle impossible to construct a consistent inverse estimate for the sound-speed field between the source and receiver without increasing one or more of the a priori uncertainties assumed in Sec. II. The inverse estimates presented here assume a greater uncertainty in the sound-speed field below 1000-m depth than was previously estimated from historical temperature and salinity data. The notion is not that the range-averaged deep ocean temperature and salinity fields differ substantially from historically observed values, but that the equation used to compute sound speed from temperature and salinity may require further refinement at high pressure. Unfortunately, no direct measurements of the deep temperature and salinity fields were made along the acoustic path at the time of the acoustic transmissions. The estimated sound-speed perturbation below 1000-m depth therefore represents a combination of a correction to the sound-speed equation, real temperature and, to a much lesser extent, salinity perturbations, and the possible effects of travel-time biases.

To first order, the ray travel-time perturbations \( \Delta \tau_i \) are weighted averages of the sound-speed perturbations \( \Delta C(z) \) integrated along the unperturbed ray paths \( \Gamma_i \):

\[
\Delta \tau_i = -\int_{\Gamma_i} ds \frac{C^2_0(x,z)}{C_0^2(x,z)} \Delta C(z),
\]

where ocean currents have been neglected and \( C_0(x,z) \) is the selected reference sound-speed field. The corresponding sensitivity of the group delay of adiabatic mode 1 to the sound-speed perturbation was derived numerically.

1. Reference state

The range-dependent sound-speed field \( C_0(x,z) \) constructed in Sec. II A by combining the XBT/XCTD data with the WOA94 climatology was used as the reference state (Fig. 6).
2. Sound-speed perturbation model

The sound-speed perturbation field ΔC(z) was discretized (‘modeled’) as a sum of range-independent vertical functions (‘modes’):

\[ \Delta C(z) = \sum_{j=1}^{M} a_j F_j(z), \]  

(5)

where \( a_j \) are the model parameters, which were assumed to be uncorrelated. In anticipation of the next section, the vertical sound-speed modes were derived by first representing the temperature perturbation field as a sum of range-independent vertical functions

\[ \Delta T(z) = \sum_{j=1}^{M} a_j F_j(z). \]  

(6)

The XBT EOFs used previously are not expected to represent arbitrary range-averaged offsets, and thus are not a good choice for upper ocean functions in this application. The historical data base is too limited a sample to provide reliable estimates of the vertical covariance function expected for range-averaged temperature perturbations. Instead, linear splines (piecewise linear segments) were used, with the knot spacing adjusted in accord with rough estimates of the vertical length scales,

\[ F_j(z) = 0, \quad z < z_{j-1}, \]

\[ F_j(z) = \frac{(z - z_{j-1})}{(z_j - z_{j-1})}, \quad z_{j-1} < z \leq z_j, \]

\[ F_j(z) = \frac{(z_{j+1} - z)}{(z_{j+1} - z_j)}, \quad z_j < z \leq z_{j+1}, \]

\[ F_j(z) = 0, \quad z_{j+1} < z. \]

(7)

Fifty-eight vertical functions were used, with vertex spacings that increase with increasing depth, reflecting our prejudice that vertical scales become larger at greater depths (Table II). A range-independent model was used in this case in part because little range-dependent information is expected from the travel times and in part for simplicity.

Sound-speed and heat-content modes were constructed for each temperature mode by treating the temperature modes as perturbations to a reference temperature profile constructed by averaging the WOA94 climatology along the acoustic path. Each temperature perturbation (with a maximum amplitude of 0.1 °C for linearity) was added to the reference temperature profile, and sound speed and heat content were calculated for the perturbed profile using the range-averaged salinity from the WOA94 climatology. Heat content was integrated upward from 4200-m depth, which was chosen because this depth is below the deepest ray turning point,

\[ H(z) = \rho C_p \int_{-D}^{z} T(z') dz', \]  

(8)

where \( H \) has units of energy per unit area, \( \rho = 1024 \text{ kg/m}^3 \) is the density of seawater, \( C_p = 3996 \text{ J/(kg °C)} \) is the specific heat of seawater, \( T(z) \) is the range-averaged temperature profile, and \( D = 4200 \text{ m} \). The reference sound speed or heat content was then subtracted from the perturbed profile, as appropriate, and the resultant perturbation used as the sound speed or heat content analog of the vertical temperature mode.

Only the sound-speed perturbation was computed for the mean state, so this rather elaborate procedure was not necessary. But sound-speed, temperature, and heat content perturbations will be computed in the next section for the trend. This procedure uses a single set of model parameters to provide consistent estimates for all three perturbations, assuming no salinity perturbations.

Finally, the expected range-average temperature variability as a function of depth, relative to the reference state constructed using the XBT/XCTD data, is estimated to be 0.12 °C rms at the surface, decreasing nearly linearly to 0.05 °C rms at 1000-m depth. The variability was assumed to remain constant at 0.05 °C rms below 1000 m. A number of considerations went into this estimate.

Above 760-m depth the dominant source of temperature uncertainty in the range-average field is the four-day separation between the midpoint of the acoustic measurements and the midpoint of the XBT/XCTD measurements. A rough guess at the possible magnitude of the temperature change was made by assuming that the range-averaged temperature could change 1 °C in 30 days (consistent with possible mesoscale variability), giving a change of 0.12 °C in the 3.6 days between the midpoints of the acoustic and XBT/XCTD measurements. The XBT/XCTD measurements themselves provide a rather tight constraint on the quasi-instantaneous range-average field. The combination of measurement error and internal-wave-induced temperature fluctuations is estimated to give a rms temperature uncertainty of about 0.1 °C for a single measurement. In the range average over 111 profiles this uncertainty is reduced by a factor of approximately 10 to about 0.010 °C. The bias of the XBT temperatures is not expected to exceed 0.020 °C.

At depths below those for which there are XBT/XCTD data, the rms temperature uncertainty in the range average deduced from historical data is rather small. At 3000-m depth, for example, the rms temperature variability is about 0.025 °C. If one assumes a horizontal scale of 100 km, the uncertainty in the range average over the 3250-km-long path is then only about 0.004 °C. The estimated rms uncertainty in the equation used to convert temperature and salinity to sound speed is 0.05 m/s (Del Grosso, 1974; Spiesberger, 1993; Dushaw et al., 1993; Meinen and Watts, 1997), corresponding to a rms temperature uncertainty of about 0.011 °C. Because the separation between the source and receiver was not measured nearly as precisely in previous

<table>
<thead>
<tr>
<th>Depth range (m)</th>
<th>Vertex spacing (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0–200</td>
<td>20</td>
</tr>
<tr>
<td>200–600</td>
<td>40</td>
</tr>
<tr>
<td>600–1400</td>
<td>80</td>
</tr>
<tr>
<td>1400–4000</td>
<td>200</td>
</tr>
<tr>
<td>4000–6000</td>
<td>500</td>
</tr>
</tbody>
</table>

TABLE II. Vertex locations for the vertical parametrization used in the inversions.
field tests of the sound-speed equation as in this experiment, however, it is possible that an error in the sound-speed equation was previously incorrectly attributed to an error in the range. The best previous field test of the sound-speed equation had range uncertainties of about 70 m, for example (Dushaw et al., 1993). To account for the uncertainty in the sound-speed equation, the a priori rms temperature uncertainty was increased to 0.05 °C below 1000-m depth, which allowed consistent inverse estimates.

3. Data

The data are the travel-time perturbations $\Delta \tau$, computed by subtracting the travel times predicted using the XBT/XCTD data from the time-mean measured travel times (Fig. 11). The travel-time uncertainties are a combination of measurement error due to ambient noise, internal-wave-induced travel-time fluctuations, and travel-time fluctuations due to mesoscale variability unresolved by the XBT/XCTD data. The high-frequency travel-time fluctuations about linear trends fit to the ray data are 11-19 ms rms (Colosi et al., 1999). The uncertainty in the time-mean ray travel times is then about 3 ms rms. More significant is the travel-time uncertainty associated with mesoscale range dependence that is not resolved by the XBT/XCTD data and not included in the sound-speed perturbation model. If we assume that travel-time variability between rays with nearly the same lower turning points must be due to unresolved horizontal variability, Fig. 11 suggests that mesoscale-induced travel-time fluctuations are less than 20 ms rms. The uncertainty in the time-mean ray travel times was therefore rather conservatively taken to be 20 ms rms. Finally, the uncertainty in the mean pulse termination travel time is taken to be 100 ms rms, considerably larger than the measured variability of about 23 ms rms, to reflect the uncertainty in interpreting the pulse termination as a surrogate for adiabatic mode 1 and to allow for any internal-wave-induced group delay bias.

Any travel-time biases have been ignored in the inversions, other than to increase the travel-time uncertainties. Assuming a standard Garrett–Munk internal-wave spectrum Colosi and Flatté (1996) found biases of about $-10$ ms at 3-Mm range from their simulations for a case similar, but not identical, to the one examined here. A negative bias means that the ray is predicted to arrive earlier (have a shorter travel time) in the presence of internal waves than in their absence. Negative biases would slightly increase the discrepancy in Fig. 11 because the predictions would have even shorter travel times, making the measured minus predicted travel times more positive. Colosi et al. (1999) find that the observed travel-time variances for the experiment described here are consistent with predictions assuming that the internal-wave field has one-half of the standard Garrett–Munk energy level. Using this energy level would reduce the biases in the simulations from $-10$ to $-5$ ms. Further, the observed pulse spreads are only $0-5$ ms (Colosi et al., 1999). The pulse spread and bias are expected to be of the same order, and so this result is consistent with the biases found in the simulations. The biases of the rays are therefore comparable to or less than the assumed random errors. Nonetheless, the biases may still affect the inverse estimates if all of the ray travel times have similar, systematic biases.

The group delays of the lowest-order normal modes are found to be more biased by internal-wave-induced scattering than are the travel times of the steep rays. Colosi and Flatté (1996) found from their simulations that the bias for acoustic mode 1 grows as the square of the range and is about $-45$ ms at 3-Mm range for the sound-speed profile they used and for the standard Garrett–Munk internal-wave energy level. Using one-half of the standard Garrett–Munk energy level in the simulations would reduce the bias from $-45$ to $-22.5$ ms. This bias is substantially smaller than the group delay uncertainty of 100 ms assumed here.

4. Results

Finally, inverting the time-mean travel-time perturbations in Fig. 11 for the $a_j$ gives the mean sound-speed perturbation profile shown in Fig. 14. The linear travel-time residuals are consistent with the a priori assumptions (Table III). Retracing rays through the perturbed sound-speed field $C_0(x, z) + \Delta C(z)$ gives travel times consistent with the measurements, indicating that the reference state selected is sufficiently close to the true state for the inversions to be linear. No iterations of the inverse were done.

The estimated sound-speed perturbations are small above 1000-m depth, reflecting the constraints imposed by the XBT/XCTD data. The estimated perturbation is
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FIG. 14. Range-independent sound-speed perturbation and the associated rms uncertainty as a function of depth.

| TABLE III. Unweighted travel-time perturbations (rms) for the rays and acoustic modes 1–20 before (data) and after (residuals) inversion. The data are travel-time perturbations relative to the reference state. The residuals are linear estimates of the travel-time perturbations relative to the perturbed sound-speed profile. The values for acoustic mode 1 are shown separately. Only mode 1 was used in the inversion. |
|-------------|----------------|----------------|
| Data (s)    | Residuals (s)  |
| Ray travel times | 0.226 | 0.028 |
| Modal group delays | 0.283 | 0.228 |
| Mode 1 group delay | 0.075 | $-0.020$ |
largest, about \(-0.2 \pm 0.05 \text{ m/s}\), between 2000 and 4000 m. If the sound-speed perturbation were due entirely to an error in the sound-speed equation, the correction would be three to four times the \textit{a priori} uncertainty in the equation. (Theoretical corrections to the sound-speed equation due to variations in the relative composition of salts in the ocean and due to the dependence of sound speed on acoustic frequency are smaller than 0.05 m/s (Dushaw et al., 1993)). If the sound-speed perturbation were entirely due to temperature, the corresponding temperature perturbation would be \(-0.044 \pm 0.011 \degree \text{C}\), which is 10-11 times the \textit{a priori} range-average temperature uncertainty. Both effects may well be important, although it seems probable that the dominant effect is an error in the sound-speed equation. Accurate deep hydrographic data taken during the time of the acoustic transmissions would be needed to resolve definitively the issue.

One important conclusion from these results is that once the sound-speed equation is better determined, the absolute range-average temperature at depth can be determined acoustically with an estimated uncertainty of about 10 millidegrees, neglecting any effects due to salinity.

B. Inverting for the trend

In the application to climate studies, the important consideration is the precision with which temperature changes, rather than the absolute temperature, can be measured. The measured travel times of both the ray wave fronts and the pulse termination slowly decreased over the six days of the experiment (Fig. 15).

To first order, the time derivative of the travel-time perturbation for ray \(i\) is

\[
\frac{d}{dt}(\Delta \tau_i) = \int_{\Gamma_i} \frac{ds}{C_0^2(x,z)} \frac{d}{dt}[\Delta C(z)].
\]

The sensitivity of the time derivatives of the travel-time perturbations to the time derivatives of the sound-speed perturbations is identical to that of the travel-time perturbations themselves to the sound-speed perturbations.

1. Reference state

The range-dependent, time-independent, sound-speed field \(C_0(x,z)\) constructed by combining the XBT/XCTD data with the WOA94 climatology was the reference state, as in the preceding section.

2. Sound-speed trend perturbation model

The time derivative of the sound-speed perturbation field \(d(\Delta C(z))/dt\) was modeled as a sum of the same range-independent vertical modes as in the preceding section, so the vertical modes used previously now represent the time rate of change of the field,

\[
\frac{d}{dt}[\Delta T(z)] = \sum_{j=1}^{M} b_j F_j(z),
\]

and

\[
\frac{d}{dt}[\Delta C(z)] = \sum_{j=1}^{M} b_j F_j(z),
\]

where \(b_j\) are the model parameters.

The rms variability in the temperature trend was taken very arbitrarily to be 0.030 \degree \text{C/day} at the surface, corresponding to a trend of 1 \degree \text{C/month}, dropping nearly linearly to 0.002 \degree \text{C/day} at 1000-m depth and 0.001 \degree \text{C/day} at 6000-m depth.

3. Data

The data were the linear travel-time trends \(d(\Delta \tau_i)/dt\) computed from least-squares fits to the travel-time series (Fig. 15). The ray-mean travel times of all of the resolved ray arrivals decreased by 4.4 ms/day, with a rms variation of 5.9 ms rms about the linear trend. The trends from separate linear fits to each ray-travel-time series were used as data in the inverse. The travel time of the pulse termination decreased somewhat more rapidly, by 7.1 ms/day, with a rms variation of 22.9 ms about the linear trend, as reported previously. The uncertainty in the individual linear trends was taken to be 3 ms/day rms, independent of ray path, due to the observed scatter around the individual trends.

4. Results

Finally, inverting the travel-time trends for the \(b_j\) gives the sound-speed perturbation trend shown in Fig. 16. The temperature and heat-content perturbation trends are computed from the same \(b_j\) because of the way in which the sound-speed perturbation trend model was developed. Sound speed, temperature, and heat content are all increasing, leading to shorter travel times. The sound-speed and temperature trends both show positive perturbations above 1000-m depth and between 2000- and 4000-m depth. The uncertainty in the temperature estimate is approximately 0.001 \degree \text{C/day} below 1000-m depth, increasing to about 0.030 \degree \text{C/day} at the surface (i.e., the original uncertainty at the surface). The total temperature change over the six-day period can therefore be estimated with an uncertainty of about 0.006 \degree \text{C} below 1000-m depth, corresponding to a sound-speed uncertainty of about 0.03 m/s. Not unexpectedly, the total sound-speed changes...
change over the six days can be estimated with an uncertainty roughly comparable to that with which the absolute sound-speed change could be determined in the previous section.

The correlated perturbations near the surface and between 2000 and 4000 m are a reflection of up–down ambiguity (Munk and Wunsch, 1982). Sound-speed perturbations above and below the sound-channel axis affect the ray travel times similarly, so the inverse estimate distributes the total variance over depth in accord with the a priori sound-speed trend uncertainty profile. This effect was less evident in the estimate of the mean perturbation because the XBT/XCTD data constrained the inverse estimate above the axis. There is no similar constraint on the trend. The inverse estimate uncertainty above and below the axis is correlated, however, so the uncertainty in the depth integral of heat content is less. The reduction in the uncertainty of the heat content trend just beneath the surface, with a minimum at about 100-m depth, occurs where the integral includes both the upper and lower turning points of most of the ray paths.

IV. DISCUSSION

The ATOC Acoustic Engineering Test provides a stringent test of our ability to predict absolute travel times because the XBT/XCTD data constrain the sound-speed field in the upper ocean, where maximum variability is expected, and because the range between the source and receiver is known to within a few meters. Somewhat surprisingly, the measured and predicted absolute travel times are found to be

FIG. 16. Rate of change of sound speed, temperature, and heat content and the associated rms uncertainties as a function of depth over the duration of the experiment, as inferred from the linear trends shown in Fig. 15.
offset by more than is consistent with a priori ocean variability estimates derived from climatology. The discrepancy is probably due to an error in the sound-speed equation at high pressures, as simulations and observations of pulse time spread, $\tau_o$, strongly suggest that the biases in the measured travel times are minimal. The absolute ray arrival travel times can be inverted to give estimates of sound speed with an uncertainty of about 0.05 m/s below the sound-channel axis, which is about 20% of the a priori variability. The uncertainty in the equation used to convert temperature and salinity to sound speed makes conversion of these absolute sound-speed estimates to temperature uncertain. More important, the trend in temperature with time can be estimated with an uncertainty of about 0.001 °C/day below the sound-channel axis, which is about one-half of the a priori variability of 0.002 °C/day.

The vertical resolution of the estimates is limited by internal-wave-induced scattering for this acoustic path. Ray arrivals from paths with minimum upper turning depths above about 200 m were resolvable, identifiable, and stable. Rays with upper turning depths deeper than about 200 m were scattered by internal-wave-induced sound-speed fluctuations. Inversions using ray travel times together with the time of the near-axial pulse termination as a surrogate for the group delay of adiabatic mode 1 therefore have limited vertical resolution, with information from the ray arrivals concentrated above 200-m depth and at the corresponding conjugate depths of 2000 to 4000 m and information from the pulse termination concentrated near axial depth. Other data suggest that this result is strongly dependent on the sound-speed profile, however, and that measurements in other geographic regions can be expected to have different resolution properties. Acoustic receptions at about 1000-km range in the northwestern Atlantic Ocean (Spiesberger et al., 1980), for example, contain resolvable, identifiable, and stable ray arrivals with a much wider range of upper turning point depths than are observed at similar range in the northeastern Pacific Ocean (Dushaw et al., 1993; Worcester et al., 1994).

Our conclusion is that it is feasible to use acoustic transmissions to at least 3-Mm range to make high-precision measurements of range-averaged profiles of ocean sound speed and of changes in ocean temperature and heat content. Subsequent to the ATOC Acoustic Engineering Test, the ATOC project has in fact used acoustic sources and receivers in the Northeast Pacific Ocean to obtain travel-time data for many ray paths. These data have been combined with satellite altimeter measurements and a numerical ocean general circulation model using data assimilation methods to produce improved estimates of the ocean state, including heat content and fluxes (ATOC Consortium, 1998).
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