Tracking of time-evolving sound speed profiles in shallow water using an ensemble Kalman-particle filter
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This paper presents a tracking technique for performing sequential geoaoustic inversion monitoring range-independent environmental parameters in shallow water. The inverse problem is formulated in a state-space model with a state equation for the time-evolving sound speed profile (SSP) and a measurement equation that incorporates acoustic measurements via a hydrophone array. The particle filter (PF) is an ideal algorithm to perform tracking of environmental parameters for nonlinear systems with non-Gaussian probability densities. However, it has the problem of the mismatch between the proposal distribution and the a posterior probability distribution (PPD). The ensemble Kalman filter (EnKF) can obtain the PPD based on the Bayes theorem. A tracking algorithm improves the performance of the PF by employing the PPD of the EnKF as the proposal distribution of the PF. Tracking capabilities of this filter, the EnKF and the PF are compared with synthetic acoustic pressure data and experimental SSP data. Simulation results show the proposed method enables the continuous tracking of the range-independent SSP and outperforms the PF and the EnKF. Moreover, the complexity analysis is performed, and the computational complexity of the proposed method is greatly increased because of the combination of the PF and the EnKF.
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I. INTRODUCTION

A typical ocean environment usually shows strong temporal variability, especially in shallow water. For example, many experiments conducted in shallow water have shown significant variability in the acoustic data caused by internal waves.1–5 Variability of the acoustic environment is one of the major obstacles to model-based processing frameworks, such as matched field processing6–8 and matched field inversion9,13–17 in late years.

These variabilities usually span a wide range of spatial and temporal scales. It is not realistic for conventional oceanographic measurements to provide the ability to synoptically observe all these dynamic processes in shallow water, especially those with sub-mesoscale processes which are short in time and space.10 Consequently, the coastal environment will always be under-sampled at these small and fast scales.

Ocean acoustic tomography (OAT) was suggested by Munk and Wunsch in the late 1970s, and is a powerful measurement tool to monitor large regions in the ocean environment.11 The sound speed profile (SSP) in the water column is an important source of information to extract ocean properties such as temperature or conductivity. It also is one of the most important parameters in determining acoustic waveguide propagation, for example, the existence of duct propagation or the fraction of energy interacting with the bottom. Numerous approaches have been developed to invert for the sound speed in the water column by combining acoustic models with in situ measurements, such as the travel time approach in the early stages of the OAT,12 and matched field inversion9,13–17 in late years.

Oceanographic variabilities cause the SSP to evolve in time and space. The characteristics of these spatial or temporal variabilities can be reformulated as a tracking problem. The Kalman filter was first used to deal with a tracking problem under the assumption that the estimate is linear with Gaussian distributed noise.18 The extended Kalman filter (EKF),19 ensemble Kalman filter (EnKF),20,21 and particle filter (PF)22,23 are subsequent approaches to handling nonlinear or (and) non-Gaussian estimation problems. Reference 17 is the first application of the EKF for inversion in ocean acoustics. Reference 24 tracks the sound speed field in a coastal water environment with empirical orthogonal functions (EOFs) describing the SSPs. Reference 25 is the first application of the EnKF to SSP inversion in a range-dependent environment. References 26 and 27 discussed the applications of the PF to track environment parameters with a moving source. An overview of sequential filtering in ocean acoustics was given in Ref. 28.

The Kalman filter (KF) is an exact method for a Gaussian distribution and a linear system. The EKF is an approximate filter for nonlinear systems based on first-order linearization. However, both the KF and the EKF need to maintain the state covariance matrix, which is not possible for large state dimensions. The EnKF replaces the covariance by the sample covariance computed from an ensemble of simulations. Hence, it can handle some problems where the dimensions of the states and observations are large. Since it uses a nonlinear model to propagate the ensemble states, it
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can be used to track nonlinear systems, but at the expense of incorrectly treating the non-Gaussian features of the forecast distribution that arise in nonlinear systems. Meanwhile, the EnKF is a Monte Carlo implementation of the Bayesian update problem, and can achieve the a posteriori probability distribution (PPD) of the state of the modeled nonlinear system. On the other hand, the PF can represent non-Gaussian distributions and nonlinear systems faithfully, but it only updates the weights and cannot move ensemble members in the state space. This leads to the mismatch between the proposal distribution and the PPD of the nonlinear system and results in the well-known problem of sample degeneracy. Thus, as stated above, most filters have their own strengths and weaknesses. An approach that combines their advantages without their disadvantages is of interest.

Some efforts have been made to combine different types of filters. Reference 29 employed the EnKF to improve the weights of the PF. Reference 30 performed the EnKF and the PF in parallel and used the PF to improve the weights of the EnKF, with application to flood forecasting. In Ref. 31, the EKF was suggested to produce the proposal distribution of the PF in order to improve the performance of the PF. In terms of the PPD provided by the EnKF, this paper introduces a tracking algorithm for the ocean environment, which improves the performance of the PF by employing the PPD of the EnKF as the proposal distribution of the PF, and is named as the ensemble Kalman-particle filter (EnKPF) for simplicity.

It is known that the interaction between SSPs and complex acoustic pressures can involve a high level of nonlinearity, which leads to non-Gaussian PPDs of the tracking parameters. To properly resolve the profile recovery problem with nonlinear systems and non-Gaussian distributions, we use the EnKPF to track the time-evolving SSPs by simulating acoustic data measured by a vertical array. As a first step of the application of this new method to the SSP tracking, the ocean environment is assumed as range-independent. To reduce the degrees of freedom, EOFs are employed to describe the SSP perturbations. In the water column, EOFs are derived from direct measurements of the SSP and they are orthogonal in regard to the statistics of the SSP variations. Tracking capabilities of the PF, the EnKF, and the EnKPF under slowly and quickly changing SSPs are compared in terms of divergence statistics with synthetic acoustic pressure data and experimental SSP data collected during the PRIMER experiment and the ASIAEX (Asian Seas International Acoustics Experiment) ECS (East China Sea) 2001 experiment, respectively. Because the running time is an important fact in the tracking problem, the complexity analysis of the algorithms is also performed.

II. STATE-SPACE MODEL FOR SSP TRACKING

As stated in Sec. I, the SSP in the water column can have significant effects on acoustic propagation in shallow water. It is, however, difficult to treat this as deterministic due to both its temporal and spatial variations. In the following, with the assumption of the range-independent environment, we describe random SSPs with EOFs, and take the EOF coefficients as the state vector. Then, an equation modeling the evolution of EOF coefficients governed by the physical processes in shallow water is introduced. Moreover, the SSP tracking requires a measurement equation relating the observed acoustic field to the SSPs through a forward model, which is also presented in Sec. II B. These two dynamic equations characterize the system for SSP tracking.

A. Empirical orthogonal function representation of SSP

Tracking the SSP is a multi-dimensional optimization problem. The computational complexity and estimation accuracy of inversion algorithms usually depends on the number of estimated variables. To reduce the degrees of freedom, EOFs are employed to describe SSPs. EOFs are eigenvectors of the SSP covariance matrix which is usually estimated from onsite and/or historical SSP measurements. Each eigenvector represents one mode of the SSP variation with depth, while the corresponding eigenvalue indicates the amount of energy in that mode. A range-averaged SSP can be described by a mean profile, $\bar{c}(z)$ ($z$ is depth), plus some zero-mean random perturbations, which are often expressed in terms of a set of EOFs, so that

$$c(z) = \bar{c}(z) + \sum_{l=1}^{L} x_l \delta c_l(z),$$

where $x_l$ is the $l$th coefficient of EOFs satisfying

$$x_l = \int_0^D [c(z) - \bar{c}(z)]^T \delta c_l(z) \, dz,$$

and $\delta c_l(z)$ is the $l$th EOF satisfying

$$\int_0^D \delta c_{l_1}(z) \delta c_{l_2}(z) \, dz = \begin{cases} 1 & l_1 = l_2 \\ 0 & l_1 \neq l_2, \end{cases}$$

where $D$ is the water depth.

In practice, a limited number of EOFs are used to represent the SSP. The number and complexity of the EOFs that should be used depends on how detailed a profile is to be described, and what types of perturbations are considered possible. Ideally one should use the smallest number of parameters that are capable of capturing those important perturbation features. Generally, due to the red spectrum of the oceanography, the eigenvalues of the SSP covariance matrix diminish rapidly, so that only a few EOFs dominate the SSP characterization. Thus, the size of the EOF representation can be significantly reduced.

Figure 1(a) shows 26 samples of the SSPs measured during the shelf break PRIMER experiment, which was conducted on the shelf break south of New England in the Middle Atlantic Bight during summer 1996. The sound speeds were obtained from the onsite measurements along the range-independent track. They were sampled at 45 discrete depth points from the surface (0 m) to the bottom (88 m), equally spaced by 2 m. This spacing is chosen from the available SSP data measurements, and can certainly be
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larger for the purpose of representing either the SSP variations or the modal shape functions. The figure clearly shows that the SSPs fluctuate during the experiment. The greatest fluctuation amplitude compared with the mean SSP is 17.3 m/s at 28 m in depth. The variability in water column sound speed is modeled using the EOFs shown in Fig. 1(b), where the first three EOFs are plotted. In terms of energy, these three describe 98.8% of the sound speed variation.

B. The state equation and measurement equation

It is known that the variation of SSPs is induced by the commonly dominant oceanographic processes. We assume that in a given region the rate of change of the associated EOF coefficients is slow, so that the coefficient evolution can be represented as a random walk. Considering L EOFs, we define the state vector \( \mathbf{x}_k = [x_{1k}, x_{2k}, \ldots, x_{Lk}] \). The state equation for step \( k-1 \) to step \( k \) is given by

\[
\mathbf{x}_k = \mathbf{x}_{k-1} + \mathbf{v}_{k-1},
\]

where \( k \) denotes the \( k \)th time frame and \( \mathbf{v}_{k-1} \) is the state noise vector for the EOF coefficients that takes into account the error in the evolution model, i.e., rapid changes in the SSP from step \( k-1 \) to step \( k \). If the change in the state parameters is significantly different from the values given by the state equation, the filters may diverge, which usually occurs in the tracking of geoacoustic parameters at the boundaries of bathymetry features.24 The acoustic measurement equation relates the state vector to the observed acoustic pressure field. The field is usually measured across a receiver array. In this paper, the state vector is the EOF coefficients and the measurement vector is the complex acoustic pressure measured by a vertical linear array (VLA). The measurement equation can be formulated as

\[
\mathbf{y}_k = h(\mathbf{x}_k) + \mathbf{z}_k,
\]

where \( \mathbf{y}_k \) is the complex acoustic pressure measured at the \( k \)th time frame, \( h(\cdot) \) is the acoustic propagation model, and \( \mathbf{z}_k \) is the measurement noise vector. For a single frequency signal, the dimension of the measurement vector \( \mathbf{y}_k \) and noise vector \( \mathbf{z}_k \) is the same as the number of hydrophones. For a broadband signal with \( \Omega \) discrete frequency bins, the dimension of \( \mathbf{y}_k \) is \( \Omega \) times the number of hydrophones. This form of the expression is used to perform the coherent processing of the filters for a broadband signal. \( \mathbf{v}_k \) and \( \mathbf{z}_k \) are assumed uncorrelated. The acoustic field across the VLA in the range-independent environment for an average SSP is calculated here by the normal mode equation model based on adiabatic normal modes.35 If the environment is range-dependent, a coupled mode model or a parabolic equation model should be used instead.

### III. Ensemble Kalman-Particle Filter as a Tracking Processor

The state-space model formulation allows a straightforward implementation of sequential filters. In SSP tracking, the high nonlinearity of the measurement function \( h(\cdot) \) requires nonlinear filtering methods. In Eqs. (4) and (5), both additive noise terms \( \mathbf{v}_k \) and \( \mathbf{z}_k \) can adequately be represented by Gaussian probability density functions. However, the PPDs of the EOF coefficients are usually non-Gaussian, as shown in Refs. 15 and 24.

As discussed in Sec. I, the PF can perform nonlinear and non-Gaussian tracking, but it has the problem of sample degeneracy induced by the mismatch between the proposal distribution and the PPD. The EnKF is a Monte Carlo implementation of the Bayesian update problem and can obtain the PPD of the state of the modeled nonlinear system. In the following, we introduce the EnKF which employs the PPD of the EnKF as the proposal distribution of the PF to improve the performance of the PF. Table I summarizes the principles of the EnKF with the proposed state-space model, as described in Sec. II B. In a first step, the new state estimate \( \hat{\mathbf{x}}^{i,b}_k \), correlation matrices \( \mathbf{P}^{i,b}_k \), and \( \mathbf{P}^{i,a}_b \) are calculated by Eqs. (4) and (5). In the second phase, each particle employs the EnKF to calculate the Kalman gain, \( \mathbf{K}_k \), and the innovation, \( \mathbf{P}^{i,a}_k \), in order to obtain the analysis ensemble (correction term), \( \mathbf{X}^{i,a}_k \), and its associated covariance matrix, \( \mathbf{P}^{i,a}_k \). Then, one updates the particles, \( \mathbf{X}^{i,a}_k \), and weights, \( w^{i,a}_k \), with the PPD produced by the mean value, \( \mathbf{x}^{i,a}_k \), and covariance matrix, \( \mathbf{P}^{i,a}_k \), of the analysis ensemble, \( \mathbf{X}^{i,a}_k \). Finally, one estimates the state, \( \mathbf{x}_k \).

From the algorithm described in Table I, we find that the EnKF is implemented in a PF framework, with the EnKF embedded into the PF to take the estimated PPD as the proposal distribution of the PF. This is shown in Fig. 2, where a diagram of tracking the time-evolving EOF coefficients by the EnKF is depicted. The difference between the EnKF and the standard PF is that each particle uses the EnKF independently to generate a new particle in the EnKPF.

### IV. Examples

This section is composed of two SSP tracking examples, one with slowly changing SSPs and one with fast changing SSPs. In the first example, we synthesize slowly changing SSPs with the EOFs shown in Fig. 1, and the associated pressure data with the geoacoustic parameters the same as reported for the acoustic environment of the PRIMER experiment.33,34

The second example employs the true SSP data and the geoacoustic parameters measured in the ASIAEX during the experiment.
TABLE I. Principles of the EnKPF applied to the state-space model.

<table>
<thead>
<tr>
<th>Definitions</th>
</tr>
</thead>
<tbody>
<tr>
<td>$X_k^{(i)b}$ := ${x_{kj}^{(i)b}, j = 1, 2, \ldots, N_r}$</td>
</tr>
<tr>
<td>$x_k^{(i)b}$</td>
</tr>
<tr>
<td>$N_k^{(i)a} := {x_{kj}^{(i)a}, j = 1, 2, \ldots, N_r}$</td>
</tr>
<tr>
<td>$\hat{x}_k^{(i)}$</td>
</tr>
<tr>
<td>$w_k^{(i)}$</td>
</tr>
</tbody>
</table>

State prediction, mean value and covariance matrix

$$x_k^{(i)b} = x_{k-1}^{(i)b} + v_k$$

$$x_k^{(i)} = \frac{1}{N_k} \sum_{j=1}^{N_k} x_k^{(i)b}$$

$$P_k^{(i)a} = \frac{1}{N_k-1} \sum_{j=1}^{N_k} (x_k^{(i)b} - x_k^{(i)}) (h(x_k^{(i)b}) - h(x_k^{(i)}))^T$$

$$P_k^{(i)b} = \frac{1}{N_k-1} \sum_{j=1}^{N_k} (h(x_k^{(i)b}) - h(x_k^{(i)}))^T$$

Ensemble of observations

$$\hat{x}_k^{(i)} = y_k + \epsilon_k^{(i)}$$

Ensemble covariance matrix

$$R_{x_k}^{(i)} = \frac{1}{N_k-1} \sum_{j=1}^{N_k} [x_k^{(i)b} - x_k^{(i)}][x_k^{(i)b} - x_k^{(i)}]^T$$

Kalman gain

$$K_k^{(i)} = P_k^{(i)b} (P_k^{(i)b} + R_{x_k}^{(i)})^{-1}$$

Innovation

$$E_{x_k}^{(i)} = x_k^{(i)} - h(x_k^{(i)})$$

Correction

$$x_k^{(i)a} = x_k^{(i)b} + K_k^{(i)} E_{x_k}^{(i)}$$

$$P_k^{(i)a} = \frac{1}{N_k-1} \sum_{j=1}^{N_k} x_k^{(i)a} - x_k^{(i)} (x_k^{(i)a} - x_k^{(i)})^T$$

Update particles and weights

$$x_k^{(i)} \sim q(x_k^{(i)} | x_{k-1}^{(i)}, y_k) = N(x_k^{(i)a}, P_k^{(i)a})$$

$$w_k^{(i)} = \frac{p(x_k^{(i)} | y_k)}{q(x_k^{(i)} | x_{k-1}^{(i)}, y_k)}$$

State estimation

$$\hat{x}_k = \frac{1}{N_k} \sum_{i=1}^{N_k} w_k^{(i)} x_k^{(i)}$$

where $N_p$ is the number of particles

---

June 2001; the associated pressure data are also synthesized. In this example, the SSPs in some time intervals changed quite fast, so it can be used to test the performance of the EnKPF in the case of quickly time-evolving SSPs. Both examples evaluate and compare different aspects of the PF, EnKF, and EnKPF.

### A. Example 1: Tracking of slowly changing SSPs

#### 1. Simulation setup

The simulation environment for example 1 is shown in Fig. 3 and the EOFs are presented in Fig. 1. The environment parameters in water column were measured from the PRIMER experiment and the sediment parameters were inverted from the observed broadband acoustic signals. The water depth is 88 m. In the sediment, the sound speed, attenuation, and density are $c_{s0} = 1750 \text{ m/s}$, $\eta_{s0} = 0.05 \text{ dB/}$, and $\rho_{s0} = 1.7 \text{ g/cm}^3$, respectively. To synthesize the pressure data used in the measurement equation, a source and a VLA are added in this environment, as listed in Table II. The VLA consists of 16 elements deployed from 15 m to 75 m in depth, spaced 4 m apart. The source is placed at 30 m in depth and 5 km in range with a frequency of 400 Hz. The coherence of the measurement error term $R_z = \sigma_1^2$ is evaluated from the array signal-to-noise ratio (SNR), which is used to synthesize the observed acoustic data.

### 2. Tracking of the SSPs

To perform the comparison of the EnKPF with the PF and the EnKF, we take the particle number and the ensemble number as 20 and 5, respectively. These numbers are related to the precision of the associated filters, but the same values are used in the comparison. The tracking length is 12 h and the tracking interval is 5 min. The tracking interval can be adjusted according to practical requirements. Full-wave synthetic pressure fields were generated using a normal mode code. The algorithms are first initialized with random perturbations, which do not affect the stable performance when the filters converge. The evolution of the three EOF coefficients is seen in Fig. 4, where the tracking results of the SSPs at 2-h increments and their relative errors amplified by 100 times are also shown. The time-evolving SSPs are tracked using the PF, EnKF, and EnKPF, where the first two filters are used to give a comparison to the performance of the EnKPF. It is seen from the figure that all three filters are sensitive to the EOF coefficients and are able to track time-evolving SSPs. Moreover, by comparison, the track given by the EnKPF is superior to the other two, which is especially obvious from the relative errors of the SSPs in the last row.

The errors in the SSP estimation can be evaluated by the depth-integrated root mean square error (RMSE) metric, which essentially calculates the difference between the true sound speed and the estimated sound speed from the tracker and then integrates across these values in depth to provide a single number defined by

$$\Delta_{\text{rms}} = \sqrt{\frac{1}{D} \sum_{z_{i-1}}^{z_{i+1}} (c_{\text{true}}(z_i) - c_{\text{est}}(z_i))^2}.$$  \hspace{1cm} (6)

By examining the depth-integrated RMSE evolution, the divergence in the filters can be seen more obviously. As shown in Fig. 5, all the three filters converge quickly and $\Delta_{\text{rms}}$ becomes stable in less than ten iterations. From Fig. 5, it is confirmed that the EnKPF outperforms the PF and EnKF over the whole tracking period.

To quantify the average tracking performance, Table III gives the time-average and depth-integrated RMSE of the
three filters. We find that the value of the EnKPF is half the value of the EnKF and less than 1/3 the value of the PF.

3. Impact of different SNRs

To investigate the robustness of the EnKPF for different measured acoustic pressure noise levels, Fig. 6 gives the depth-integrated RMSE for different array SNRs. The time-average and depth-integrated RMSE is listed in Table IV. As expected, the RMSE increases with the decrease of the SNR. The EnKPF still successfully tracks the time evolving SSP and has an acceptable value 0.25 m/s of the time-averaged and depth-integrated RMSE when the array SNR is 10 dB.

4. Effects of array configurations and signal frequencies

The configuration used in the above simulation is a 16-element VLA. It is of practical interest to investigate whether the tracking method is robust when using only a few hydrophones. The initial signal frequency 400 Hz is a single frequency. However, broadband signals are also widely used in geoacoustic inversion. As proposed in the model-based matched filter technique,37 an increase in the number of frequency bins can compensate for a lack of hydrophones on the VLA. The different configurations tested are given in Table V. The performances of the EnKPF are summarized through the evolution of the depth-integrated RMSE in Fig. 7 and the time-average and depth-integrated RMSE in Table VI. Unsurprisingly, Test B outperforms Test A and Test C because it has the maximum number of measurements (16 × 2) among the three tests, which shows that either the increase of the number of frequency bins or the increase of the number of hydrophones can improve the tracking accuracy of the EnKPF. Examining Test A and Test C, it also appears that the performance of the filter in these two cases is quite comparable. Such results may be explained by noting that the number of given measurements in both two tests is 16. It should be pointed out that the equal number of measurements does not mean the same performance of the filter. The independence of the measurements is also a key factor that affects the performance.

![Diagram of tracking time-evolving EOF coefficients by the EnKPF](image)

FIG. 2. (Color online) Diagram of tracking time-evolving EOF coefficients by the EnKPF.

![Diagram of tracking time-evolving EOF coefficients by the EnKPF](image)

FIG. 3. The geoacoustic model used in the simulations for example 1, where the water depth and sediment parameters are the same as the PRIMER experiment (Refs. 33 and 34).

![Diagram of tracking time-evolving EOF coefficients by the EnKPF](image)

TABLE II. Simulation parameters of the source and the received array for example 1.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Source frequency</td>
<td>400 Hz</td>
</tr>
<tr>
<td>Source depth</td>
<td>30 m</td>
</tr>
<tr>
<td>Source range</td>
<td>5 km</td>
</tr>
<tr>
<td>Number of hydrophones</td>
<td>16</td>
</tr>
<tr>
<td>Array start, element spacing</td>
<td>15 m, 4 m</td>
</tr>
<tr>
<td>Array SNR</td>
<td>30 dB</td>
</tr>
</tbody>
</table>
B. Example 2: Tracking of fast changing SSPs

To test the performance of the filters in the case of fast changing SSPs, the SSP data measured in the 2001 ASIAEX were used. The ASIAEX was a multinational scientific project conducted in both the East China Sea (ECS) and the South China Sea. The ECS part of the ASIAEX, which is the part on which we will focus here, was conducted from May 27 to June 9, 2001. One of the main goals of the ASIAEX ECS component was to contribute to a more fundamental understanding of ocean acoustic propagation and scattering (reverberation) in shallow water. It involved acoustic, oceanographic, and geological field measurements. Measurements of the SSP data used here were made in the ECS from 19:35, June 2, to 19:35, June 6, 2001 (GMT8 time zone). The experiment site was shown in Refs. and . Ninety-six hours of data were recorded by conductivity, temperature, and depth (CTD) sensors casts at (all the data were recorded in an area of less 2 km in diameter). In Fig. 8, an ensemble of 53 CTD casts and their average values illustrate the typical variation in sound speed as a function of depth for the experimental area. Figure 8 also plots the first three EOFs, which, in terms of energy, describe 88.7% of the sound speed variation. A contour of this data (Fig. 9) shows how conditions changed over the course of the experiment. Variation linked with the fast changing waves (mixed) is evident during the period June 2–3, and high winds are likely responsible for more water column mixing during the period June 4–6. The data were sampled every 1–2 h, and they are shown in Fig. 9 by a linear interpolation for an equal sampling interval. The interpolation calculation should not affect the performance demonstration of the filters.

To synthesize the acoustic pressure data used in the measurement equation, the following simulation configuration is used. The water depth is 106 m according to the measurement. The sediment was assumed to be a homogeneously acoustic halfspace with a sound speed of 1610 m/s, density of 1.7 g/cm$^3$, and attenuation rate of 0.05 dB/k$. These values correspond to average values deduced from the core measurements. The parameters of the VLA are the same as those listed in Table II. The source is placed at 30 m in depth and 5 km in range with two frequency bins of 400 Hz and 600 Hz and SNR of 30 dB.

The evolution of the three EOF coefficients is presented in Fig. 10, where the results of SSP tracking every 12 h are also given. We find that all three filters can track the
time-evolving EOF coefficients. The EnKPF again outperforms the PF and the EnKF, which is quite obvious from the relative errors shown in the last row. Moreover, from Fig. 10 we find that the errors are relatively large for most of the fast changing region of the EOF coefficients, especially for the PF and EnKF. It is seen from Fig. 10 that the tracking of the third EOF coefficient $x_3$ is worse than the other two, and is quite obvious in the tracking of the PF. The possible reason is that the third EOF plays a minor position compared with the first two on dominating the SSP characterization, which leads to a minor variation of the SSP in Eq. (1) and little pressure variation information (low associated SNR) in measured acoustic pressure data to help the filter to well catch the variation of $x_3$. Moreover, from the figure of the SSP tracking, the errors near the thermocline are large compared with other regions because SSPs change fast in this region.

![Figure 6](image1.png)  
**FIG. 6.** (Color online) Depth-integrated RMSE of the EnKPF for different SNRs with 30 dB (solid line), 20 dB (dashed-dotted line), and 10 dB (dashed line).

<table>
<thead>
<tr>
<th>SNR (dB)</th>
<th>Time-averaged and depth-integrated RMSE (m/s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>30</td>
<td>0.04</td>
</tr>
<tr>
<td>20</td>
<td>0.10</td>
</tr>
<tr>
<td>10</td>
<td>0.25</td>
</tr>
</tbody>
</table>

**TABLE IV.** Time-averaged and depth-integrated RMSE of the EnKPF for different array SNRs.

![Figure 7](image2.png)  
**FIG. 7.** (Color online) Depth-integrated RMSE of the EnKPF for different tests (Test A: dashed-dotted line, Test B: solid line, and Test C: dashed line).

<table>
<thead>
<tr>
<th>Number of hydrophones</th>
<th>Depths</th>
<th>Number of frequencies</th>
<th>Frequency (Hz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Test A</td>
<td>16</td>
<td>15 m–75 m, 4 m spacing</td>
<td>1</td>
</tr>
<tr>
<td>Test B</td>
<td>16</td>
<td>15 m–75 m, 4 m spacing</td>
<td>2</td>
</tr>
<tr>
<td>Test C</td>
<td>8</td>
<td>15 m–75 m, 7.5 m spacing</td>
<td>2</td>
</tr>
</tbody>
</table>

**TABLE V.** Simulated configurations with different hydrophones and frequencies.

![Figure 8](image3.png)  
**FIG. 8.** (Color online) The sound speed profiles of 53 CTD casts and (a) their average profile and (b) the first three EOFs.

![Figure 9](image4.png)  
**FIG. 9.** (Color online) Time-evolving sound speed profiles calculated from 53 CTD casts made every 1–2 h during the ASIAEX ECS 2001 experiment.

![TABLE VI](image5.png)  
**TABLE VI.** Time-average and depth-integrated RMSE of the EnKPF for different tests in Table VI.

| Test A | 0.21 |
| Test B | 0.13 |
| Test C | 0.17 |

**TABLE VI.** Time-average and depth-integrated RMSE of the EnKPF for different tests.
depth-integrated RMSE of the three filters, which confirms that the EnKPF is much better than the PF and EnKF.

V. COMPLEXITY ANALYSIS

Section IV shows that the EnKPF outperforms the PF and the EnKF from the viewpoint of the tracking of the time-evolving SSP. As a tracking algorithm, the computational cost is important too. Because the running time depends on the hardware of the computer, in this section we employ the computational complexity to evaluate the efficiency of the algorithms by giving the number of floating-point operations (flops) used in the algorithms. A flop is defined as one addition, subtraction, multiplication, or division of two floating-point numbers. Although there are some drawbacks, for example, some steps in the algorithms cannot easily be measured in flops, it is extensively used to analyze the complexity using the computer to measure the absolute time that the different steps require.42

According to Sec. II, the number of the state estimation is $L$, and here we assume the size of the measurement vector is $M$. The addition of matrices of size $M \times M$ costs $O(M^2)$. The multiplication of matrices of size $L \times M$ and $M \times M$ costs $O(LM^2)$. The inverse of matrix of size $M \times M$ costs $O(M^3)$.42 The straightforward implementation of the EnKPF listed in Table I leads to the computational complexity shown in Table VIII. From Table VIII, we can evaluate that the total computational complexity of the EnKPF is $O(N_p(N_e(LM + M^2 + L^2) + (M^3 + M^2 + LM^2 + L\mu))$, where $\mu$ is the random number complexity. For a normal desktop computer running MATLAB, $\mu = 125$ [on a Sun Blade 100 with 640-MB memory (Oracle Corp., Redwood Shores, CA)].42 In terms of the operations of the PF and the EnKF, it is easy to estimate that their computational complexities are $O(N_p(LM + M))$ and $O(N_e(LM + M^2 + L^2) + (M^3 + M^2 + LM^2))$, respectively. For the two examples discussed in the Sec. IV, $N_p = 20$, $N_e = 5$, $L = 3$, and $M = 16$, we can calculate that the computational complexities of the PF and the EnKF are comparable [$N_p(LM + M) = 7820$ for the PF and $N_e(LM + M^2 + L^2) + (M^3 + M^2 + LM^2) = 6685$ for the EnKF], and the computational complexity of the EnKPF is greatly increased, about 18 times as compared to that of the PF. Therefore, it should be pointed out that the EnKPF has the best accuracy in the tracking process, but its computational complexity is greatly increased because of the combination of the PF and the EnKF. In practice, based on the hardware employed to run the algorithms, the filter performance and the running time should be weighted.

TABLE VII. Time-averaged and depth-integrated RMSE of different filters for example 2.

<table>
<thead>
<tr>
<th>Filter</th>
<th>Time-averaged and depth-integrated RMSE (m/s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PF</td>
<td>0.31</td>
</tr>
<tr>
<td>EnKF</td>
<td>0.13</td>
</tr>
<tr>
<td>EnKPF</td>
<td>0.08</td>
</tr>
</tbody>
</table>
VI. CONCLUSIONS

In this paper, the time-evolving SSP was inverted sequentially by assimilating measurements of the complex acoustic field on a VLA using the PF, EnKF, and EnKPF.

Two examples with the range-independent environments were given, where the environments simulated from the PRIMER experiment and the ASIAEX ECS 2001 experiment were used to test the efficiency of the inversion schemes.

It is known that the PF can perform nonlinear and non-Gaussian tracking, but it has the problem of sample degeneracy induced by the mismatch between the proposal distribution and the PPD. The EnKFC can obtain the PPD of the state of the modeled nonlinear system according to Bayesian theory. The EnKPF employs the PPD of the EnKF as the proposal distribution of the PF to improve the performance of the PF. This makes the EnKPF an attractive complement to other techniques used in geoaoustic inversion, where the nonlinearity between the environmental parameters and the measured acoustic field is typically encountered. The disadvantage of the EnKPF is that it inevitably leads to a higher computational cost because of the combination of the EnKF and the PF. Simulation results showed that the EnKPF outperformed the PF and the EnKF over the whole tracking period of SSPs for different measured array SNRs. The comparison was also made for the case of a fast changing SSP, which confirms that the EnKPF is the best filter, as seen by evaluating the depth-integrated RMSE and the time-averaged and depth-integrated RMSE. The simulations also showed that rapid variations can cause the filter to diverge.

It should be pointed out that although the EnKPF has the best accuracy in the tracking of the SSP, its computational complexity is greatly increased because of the combination of the PF and the EnKF. In practice, the best choice of the filter performance and the running time for a given hardware system is always a matter of trade-offs.

Additionally, the coherent processing of multiple frequency bins was also tested. It showed that the decrease of the performance of the EnKPF induced by the reduction of the number of hydrophones on the VLA could be compensated by employing coherent processing of multiple frequency bins, as proposed in Ref. 37. This constitutes an important guideline in practical implementation.

Finally, this simulation may be extended to track range-dependent sound speed fields and moving sources. It also could be a part of a larger tomography system. Considering multiple sensors with different types of ocean measurements, this method may be an interesting way to reconstruct a four-dimensional environment for underwater sensor networks. These topics should be further explored.
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