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Abstract

The upper ocean crust contains a comprehensive record of the shallow geological processes active along the world's mid-ocean ridge system. This thesis examines the magnetic and seismic structure of the upper crust at two contrasting ridges—the fast spreading East Pacific Rise (EPR) and the slow spreading Mid-Atlantic Ridge (MAR)—to build a more complete understanding about the roles of volcanic emplacement, tectonic disruption and hydrothermal alteration in the near-ridge environment.

A technique that inverts potential field measurements directly from an uneven observation track is developed and applied to near-bottom magnetic data from the spreading segments north of the Kane transform on the MAR. It is concluded that the central anomaly magnetization high marks the locus of focused volcanic emplacement. A cyclic faulting model is proposed to explain the oscillatory magnetization pattern associated with discrete blocks of crust being transported out of the rift valley between intensely altered fault zones. Seismic waveform and amplitude analyses of the magma sill along the EPR reveal it to be a thin (<100 m) body of partial melt. These characteristics have important implications for melt availability and transport within the cycle of eruption and replenishment. A genetic algorithm-based seismic waveform inversion technique is developed and applied to on- and near-axis multichannel data from 17°20'S on the EPR and the spreading segment south of the Oceanographer transform (MAR) to map and compare for the first time the detailed velocity structure of the upper crust at two different spreading rates. Combined with conventionally processed seismic profiles, our results show that, while final extrusive thickness is comparable at all spreading ridges (300-500 m), the style of thickening may vary. While a thin (<100 m) extrusive carapace quadruples in thickness within 1-4 km of the EPR crest, the extrusive section at the MAR achieves its final thickness within the inner valley. Both show evidence for a narrow zone of volcanic emplacement. Vigorous hydrothermalism at the EPR may produce a more rapid increase in basement velocities relative to the MAR. Rapid modification of the extrusive/dike transition at both ridges indicates that hydrothermalism is enhanced in this interval. Along-axis transport of lavas may thicken the extrusive pile at slow spreading segment ends, strengthening the magnetic highs generated by lava chemistry.
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Chapter 1

Introduction

1.1 Background and Motivation

One of the underlying tenets of plate tectonic theory is that the network of mid-ocean ridges that circles the globe marks the location of volcanically active spreading centers, which are associated with the rising limbs of mantle convection cells within a dynamically cooling earth. Although nearly all spreading centers generate crust of the same average thickness (6–7 km [e.g., Raitt, 1963; White et al., 1992]), geophysical studies have shown that the variable thermal state of the underlying mantle and wide range of spreading rates (10–160 km/Myr full-rate [DeMets et al., 1990]) produce a variety of mid-ocean ridge morphologies that exhibit different styles of melt generation and crustal accretion [Macdonald, 1986, 1989; Solomon and Toomey, 1992; Forsyth, 1992; Sparks and Parmentier, 1994]. Because of the numerous studies performed there, the slow spreading northern Mid-Atlantic Ridge (MAR) and the fast spreading southern East Pacific Rise (EPR) have become the archetypes of crustal formation at either end of the spreading rate spectrum. The linear, rise axis morphology of the EPR is thought to be controlled by two-dimensional, plate-driven mantle flow, whereas the more tectonically dominated rift valley morphology of the MAR is associated with a less vigorous, three-dimensional pattern of buoyant mantle
upwelling [Whitehead et al., 1984; Parmentier and Phipps Morgan, 1990; Lin and Phipps Morgan, 1992]. This difference in mantle flow pattern and melt generation is manifested at slow spreading rates by increased along-axis variability in crustal thickness [Sinha and Louden, 1983; Kuo and Forsyth, 1988; Lin et al., 1990; Tolstoy et al., 1993; Rommevaux et al., 1994; Detrick et al., 1995] and ridge depth [Sempéré et al., 1993; Thibaud et al., 1997], as well as the absence of any resolvable crustal magma bodies [e.g., Fowler, 1976, 1978; Toomey et al., 1988; Detrick et al., 1990].

Regardless of spreading rate, all mid-ocean ridges repeatedly erupt to form a sequence of lava flow units that overlie the solidified conduits (or dikes) that fed them. Together, these two lithologic sections form the upper oceanic crust, or layer 2, as determined from seismic refraction studies [Raitt, 1963; Fox et al., 1973]. Not only is layer 2 a direct product of crustal construction at the ridge axis, it is a comprehensive geological record of past variations in volcanic, tectonic and hydrothermal processes.

Crustal evolution is a continuous and variable process that is most active in the near-ridge environment. Detailed examination of the upper crust through its early developmental stages is therefore crucial to understanding active mid-ocean ridge processes and how they compare in different spreading regimes. Dredge programs [e.g., Schilling et al., 1982; Langmuir et al., 1986], submersible dives [e.g., Ballard and Van Andel, 1977; Francheteau et al., 1990], ophiolite studies [e.g., Moores, 1982; Nicolas, 1989] and drill holes [e.g., Shipboard Scientific Party, 1979; Becker et al., 1988] yield important information about the composition and vertical structure of the upper crust, but are restricted to mature tectonic settings (sedimented or obducted) and/or limited in their spatial coverage. Swath mapping surveys [e.g., Smith and Cann, 1990; Searle et al., 1998] provided constraints on the lateral extent of volcanic processes, but are unable to resolve deeper structure.

Magnetic and seismic methods are excellent means of continuously measuring the geometry and internal structure of young upper oceanic crust. Because of their sensitivity to the extrusive section, these methods have greatly increased our under-
standing of the relationship between mid-ocean ridge dynamics and shallow crustal structure. The concept of a thin, surficial layer (termed 2A, since it constitutes the top of layer 2) with distinct physical properties was independently developed by the magnetic and seismic communities in the early 1970's. Using magnetic profiles and heat flow measurements, Talwani et al. [1971] demonstrated the existence of a 400-m-thick, highly magnetized and porous "layer 2A", which they interpreted as the pillow lava section. Houtz and Ewing [1976] later defined layer 2A as the low-velocity (3-4 km/s) layer within the uppermost kilometer of crust—a definition that has been refined as acquisition (e.g., navigation and recording technology) and analysis techniques (e.g., data processing and inversion) have improved. Today, layer 2A continues to be defined seismically as the surficial low-velocity interval, and is often (albeit arguably) associated with the erupted lava section. Beneath the steep velocity gradient at the base of layer 2A, the high velocities of layer 2B are often treated as the sheeted dikes. Similarly, the extrusive section is thought to carry the bulk of the crustal magnetic signature, especially in the near-ridge environment. This magnetic source layer is often equated with seismic layer 2A. (The current state of knowledge regarding the magnetic and seismic properties of the upper crust is presented in the Introductions of Chapters 3 through 6.)

Since the sheeted dikes and overlying extrusives are created by volcanic processes, we can use their magnetic and seismic signature to address several questions about mid-ocean ridge volcanism. For example, how focused is melt delivery to the seafloor? How distributed is off-axis lava deposition? What is the total volume of extrusives produced? How do the answers to these questions compare from one spreading regime to another? Are there significant along-axis trends in volcanic accretion at the MAR? What are the characteristics of the magma sill at the fast spreading EPR, and how do they affect the eruptive process?

The rapid off-axis evolution of seismic and magnetic properties also provide constraints on the hydrothermal and tectonic modification of young oceanic crust. For
example, to what degree does hydrothermal alteration affect the bulk properties of the upper crust? Is it less vigorous at slower spreading rates? Is it enhanced at specific levels in the crust? How do the differing tectonic regimes of fast and slow spreading centers affect the construction and preservation of the volcanic stratigraphy?

1.2 Thesis Overview

This thesis uses magnetic and seismic methods to examine the geometry and internal structure of the upper crust at the fast spreading East Pacific Rise and slow spreading Mid-Atlantic Ridge (Fig. 1-1). We exploit the sensitivity of these methods to shallow crustal structure by developing and applying new processing techniques that maximize their resolution capability. By understanding how the extrusive crust is built and modified in two end-member spreading regimes, we will gain a more global picture of shallow crustal processes at mid-ocean ridges.

Figure 1-1: Overview of Study Sites
In Chapter 2, we develop a potential field inversion technique that retains the full resolution offered by near-bottom magnetic surveys. By directly inverting the data from an uneven observation track, this method bypasses the (previously necessary) step of upward continuation to a level plane, thereby avoiding the associated loss of high-frequency information. In Chapter 3, we apply the method of Chapter 2, and more conventional inversion and forward modeling techniques, to near-bottom magnetic data from the Mid-Atlantic Ridge (Fig. 1-1) in order to study the role of magmatism and tectonic disruption in generating the variability of newly formed crust at slow spreading ridges.

We then shift our focus in Chapter 4 to the East Pacific Rise, where the dimensions and internal properties of the mid-crustal magma sill are studied at several locations (Fig. 1-1). Although volumetrically quite small, the magma sill is thought to play a key role in the availability and composition of melt erupted at the rise axis to form the upper crust [Sinton and Detrick, 1992]. Through a combination of waveform and amplitude modeling, we examine the size and molten state of this body and discuss the impact of these characteristics on the transport of melt within the volcanic cycle of eruption and replenishment.

Using the genetic algorithm-based velocity inversion technique developed in Appendix A, the next two chapters examine the seismic structure of layer 2 (the product of crustal magma bodies). Chapter 5 focuses on the superfast spreading southern East Pacific Rise at 17°20′S, while Chapter 6 deals with a magmatically robust segment of the slow spreading Mid-Atlantic Ridge (Fig. 1-1). In examining the evolution of the upper crust, these two chapters provide new constraints on volcanic construction, hydrothermal alteration and tectonic disruption, as well as how they vary with spreading rate. This is especially true for the Mid-Atlantic Ridge, where the extreme bathymetry and complicated interplay of geological processes has concealed much about crustal formation at slow spreading rates.

Chapter 7 summarizes the major conclusions presented in Chapters 3 through
6, discusses future applications of the methods developed in Chapter 2 and the Appendix, and highlights some possible approaches to the remaining outstanding questions regarding the construction and modification of upper oceanic crust.

Chapter 2 was previously published in *Geophysical Research Letters* [1995], and Chapters 3 and 4 were published in *Journal of Geophysical Research* [1996]. They have been modified only to conform to thesis format and to update references. The full citations for those papers appear in the Curriculum Vita and at the end of the corresponding chapters. Chapter 5 and the Appendix will be combined and submitted to *Journal of Geophysical Research*, as will Chapter 6. Graham Kent and Robert Detrick will be co-authors on both papers, while Alistair Harding will be a co-author on Chapter 5 only.
Chapter 2

Direct inversion of potential fields from an uneven track with application to the Mid-Atlantic Ridge

Abstract
Current methods of potential field inversion require measurements to be reduced onto a level plane, resulting in a loss of resolution. This is especially true for draped surveys in areas of extreme topography. We examine a method that bypasses this limiting step by making use of an approximately equivalent geometry from which data are directly inverted. Corrections are applied to an initial solution to account for errors generated by the transformation of geometries. A numerical model and an example data set are used to explore this method's benefits and drawbacks in relation to the conventional approach of data reduction onto a level plane prior to inversion. We show that this direct inversion method is particularly better than the conventional approach at resolving fine-scale features, such as the narrow zone of crustal emplacement at the Mid-Atlantic Ridge and adjacent areas of tectonic disruption and magnetic source alteration.

2.1 Introduction
Most high resolution potential field surveys, such as near-bottom marine magnetics, acquire data along an uneven track. Since current inversion methods require measurements to be on a level plane, various techniques have been designed to reduce
data onto such a plane. Direct reduction methods have been employed in the past, either using the Schwarz-Christoffel transformation [Parker and Klitgord, 1972] or an iterative equation in the frequency domain [e.g. Guspi, 1987] to solve for the field on a level plane. Indirect methods have also been developed which compute the field at a constant level from an equivalent source distribution [Hansen and Miyazaki, 1984; Pilkington and Urquhart, 1990]. They involve an intermediate step of computing equivalent sources, but are more stable than direct methods.

The most serious drawback to reducing data onto a level plane is that a loss of resolution is inevitable. Most reduction methods use a high-cut filter to prevent the amplification of noise, either recorded or generated by approximations, ensuring convergence of the solution, but resulting in a loss of spatial resolution [Schouten and McCamy, 1972]. Reduced data must often be upward continued to a level above the topography in order to perform the inversion. This causes further loss of resolution as the upward continuation filter irretrievably suppresses high-frequency information. The high-cut filter of the subsequent inversion must then suppress a larger range of high frequencies than would have been necessary if the data were closer to the sources, such as the original observations. This problem is particularly evident in draped surveys where, rather than make use of the high resolution offered by the proximity of the sources, one ultimately obtains a filtered approximation of a field that could have been measured directly by a constant altitude survey.

An inversion directly from the vehicle track would be quite advantageous. It would not suffer from such a loss of resolution, because the reduction of data onto a level plane, and associated high-cut filter, would be eliminated. In the following, we examine a technique for inverting potential fields directly from an uneven track. It is based on the equivalent source method of Pilkington and Urquhart [1990], but extends their method to the determination of crustal source distributions.
2.2 Theory

Consider measurements taken during a variable altitude survey. For clarity, altitude and depth are measured relative to sea level, and flying height relative to surface topography. For any survey geometry, an approximately equivalent geometry exists that both maintains flying height variations and exhibits a level observation plane (Fig. 2-1). It is this equivalence that forms the basis of Pilkington & Urquhart's [1990] approximate equivalence reduction technique in which an approximate source distribution is calculated by assuming the vehicle track to be level and topography to be a mirror image of the vehicle track. A reduced field is then calculated from this source distribution. They note that the integrated effect of these sources at an observation point varies as the geometry is changed, and that this effect is significant in cases of extreme topography.

Figure 2-1: Approximate equivalence between geometries. In any survey, a corresponding geometry exists that maintains flying height variations and exhibits a level observation plane. The integrated effect of sources on an observation point varies as geometry changes.
We make use of the above equivalence by solving for the magnetization on an approximation of the actual relief, not an imaginary surface. This precludes the need to reduce data onto a plane before inverting. To accomplish this, a mirror image of the altitude variations is added to both the topography and uneven vehicle track, thus maintaining flying height while transforming the uneven track to a constant level. This step does not affect the data. It merely generates a more tractable geometry (Fig. 2-1). The problem now reduces to solving for a source distribution, $J_{DI}$, that reproduces the observations in the approximately equivalent geometry. Assuming a constant thickness source layer in the magnetic case, a solution can be obtained by the successive approximation method of Parker and Huestis [1974]:

$$\mathcal{F}[J_{DI}(r)] = \mathcal{F}[B(r)]C - \sum_{n=1}^{\infty} \frac{|k|^n}{n!} \mathcal{F}[J_{DI}(r)h_e^n(r)]$$

$$C = e^{ikz}e^{i\theta}[2\pi A(1 - e^{-|k|h_o})]^{-1}$$

$\mathcal{F}[J_{DI}]$ and $\mathcal{F}[B]$ are Fourier transforms of the magnetization and measured field respectively, $k$ is the wavenumber array, $h_e$ is topographic deviation from a reference level in the equivalent geometry, $z$ is distance between this reference level and the equivalent observation plane, and $h_o$ is magnetic layer thickness (Fig. 2-1). $A$ is an amplitude factor and $\theta$ is a phase parameter, both dependent on magnetization direction and the ambient field [Schouten and McCamy, 1972].

Errors are generated by the inability of Equation 2.1 to correctly retrieve information at wavelengths equal to the bathymetric variation, since it inverts within a flattened equivalent of the true geometry. These errors becomes significant in cases of extreme topography, such as mid-ocean rift valleys, and in non-draped surveys, but they can be quantified and corrected. Our approach is to calculate the effect of the transformation between geometries upon $J_{DI}$ by computing the field due to a known magnetization and then applying the direct inversion. This provides us with
a measure of the error in Equation 2.1.

The first step of the correction procedure is to calculate the field, \( B_t \), that a known, 1 A/m constant thickness crust generates on the true vehicle track in the original geometry. This is best accomplished analytically [Talwani and Heirtzler, 1964; Won and Bevis, 1987]. The direct inversion (Eq. 2.1) is then applied to this field:

\[
\mathcal{F}[J_t(r)] = \mathcal{F}[B_t(r)]C - \sum_{n=1}^{\infty} \frac{|k|^n}{n!} \mathcal{F}[J_t(r)h_e^n(r)]
\] (2.2)

Since the effects of topographic variation on an inversion solution scale linearly with magnetization, Equation 2.2 represents the per A/m effect of not only switching geometries but also inverting within the equivalent geometry. However, the inversion is not a source of error, merely a source of nonuniqueness. Its effect must be subtracted from Equation 2.2 to obtain the error in \( J_{DI} \) solely due to the rearrangement in geometry. We quantify the effect of the inversion alone by first computing the field, \( B_e \), that a known, 1 A/m constant thickness crust generates on the observation plane in the equivalent geometry [Parker, 1972]:

\[
\mathcal{F}[B_e(r)] = C^{-1} \sum_{n=0}^{\infty} \frac{|k|^n}{n!} \mathcal{F}[1 \cdot h_e^n(r)]
\] (2.3)

One can then directly invert \( B_e \):

\[
\mathcal{F}[J_e(r)] = \mathcal{F}[B_e(r)]C - \sum_{n=1}^{\infty} \frac{|k|^n}{n!} \mathcal{F}[J_e(r)h_e^n(r)]
\] (2.4)

If the true magnetization, \( J_T \), responsible for the measured field were known, a correction to \( J_{DI} \) could be calculated by multiplying the per A/m error, \( J_t - J_e \), by \( J_T \). The resulting values could then be subtracted from \( J_{DI} \) to yield the true magnetization:

\[
J_T(r) = J_{DI}(r) - (J_t(r) - J_e(r)) \cdot J_T(r)
\] (2.5)
which can be rewritten as,

$$J_T(r) = \frac{J_{DI}(r)}{1 + J_I(r) - J_e(r)}$$ \hspace{1cm} (2.6)$$

One must be aware that the combined effects of filtering and the inherent nonuniqueness of inversions prevent the correction term from recovering the true magnetization, $J_T$, perfectly.

In surveys where the total topographic variation exceeds the flying height, inclusion of the correction distribution, particularly $J_s$, is necessary. It should also be included in cases where flying height varies by a factor of two or more, since $J_e$ is non-zero in geometries that deviate from being perfectly draped. As we have shown, the calculations involved in determining a correction distribution are quite simple, and can be computed in a time comparable to the reduction step in the conventional approach. These equations are valid in both two and three dimensions, and can be applied to gravity data by omitting the layer-thickness and phase terms and replacing the magnetization and field vectors with their gravitational counterparts [Parker, 1972].

Let us examine this method in the form of a forward model (Fig. 2-2). The geometry is of a draped survey performed by the RSS Charles Darwin towing the TOBI (Towed Ocean Bottom Instrument) system across the rift valley of the Mid-Atlantic Ridge north of the Kane transform in 1991 [Lawson et al., 1996]. A magnetic reversal pattern, in accordance with appropriate spreading rates is imposed on a 500 m thick layer, as is an area of strong magnetization at the neovolcanic axis (central anomaly magnetic high–CAMH). The field on the vehicle track is calculated analytically [Talwani and Heirtzler, 1964; Won and Bevis, 1987], and inverted using two methods: the conventional method of reduction onto a plane followed by inversion, and that of direct inversion. The method chosen to reduce the data onto a plane is that of Guspi [1987], whereby a reduced field is obtained directly from a Fourier-based iterative scheme much like Equation 2.1. Iterations are carried out to twenty terms,
Figure 2-2: Forward model using draped survey geometry: (bottom) Original geometry. Magnetic reversal pattern based on a constant spreading rate, with gray areas 10 A/m, white -10 A/m, and black 20 A/m. The reduction plane is at the minimum observation depth. (lower) The observed field (light curve), obtained analytically [Won and Bevis, 1987], is reduced (dark curve) by carrying Guspi [1987] to 20 iterations with a 1.3 km wavelength high-cut filter. (upper) Equivalent geometry used in the direct inversion. (top) Complete direct, $J_D$, conventional (dark curves), and uncorrected direct inversion (dashed), $J_{DI}$, are shown with input magnetization superimposed. Inversions are taken to 20 iterations with a 700 m corner wavelength filter. Bold letters locate the Brunhes/Matuyama (B/M) polarity transition and Jaramillo (J) epoch.
and cosine-tapered, high-cut filters are used in the reduction and both inversions to prevent gross amplification of frequencies with a low signal-to-noise ratio (see Fig. 2-2 for filter values).

Both methods reproduce the input magnetization to varying degrees (Fig. 2-2). However, the long corner wavelength (1.3 km) of the reduction step's high-cut filter generates an overly smooth solution in the conventional method. Both the complete, $J_T$, and uncorrected direct inversion, $J_{DI}$, recover the sharpness and true location of the magnetization contrasts precisely because they do not suffer from the irretrievable loss of such a large bandwidth of information. The only loss of information is caused by the high-cut inversion filter, which is also used in the conventional method's inversion step. Application of the correction distribution improves the solution greatly, and is necessary, since flying height varies by a factor >3 and total bathymetric variation greatly exceeds flying height. The only locations where an excellent fit does not occur are where polarity transitions lie within a steeply sloping region. At those locations, a combination of the Gibbs phenomenon and extreme topography generates additional error that is not included in the correction distribution.

2.3 Discussion

We now apply this method to a real magnetic survey. Figure 2-3 shows the same geometry, but includes the magnetic field actually measured during the survey. In the previous model (Fig. 2-2), the conventional method was less able to resolve the crustal magnetization structure of the neovolcanic zone and large amplitude transitions. A similar loss of resolution is seen in this figure over the axial valley, where the smooth, broad magnetization high is a substantially filtered version of the original field (Fig. 2-3). This loss of information must be carefully considered, because accurate measurements of the valley floor are crucial to an understanding of crustal formation and rift valley dynamics.
Figure 2-3: Deep-tow magnetic profile across the MAR (24°20′N) [Lawson et al., 1996]: Panels arranged as in Figure 2-2. The neovolcanic zone coincides with the magnetic high in both solutions. Note the large continuation distance and resultant loss of resolution over the valley floor. The observed field is reduced using Guspi [1987] with a 1.3 km wavelength high-cut filter. Both methods use a 1.1 km corner wavelength inversion filter, and are taken to 20 iterations. The inversion assumes a 500 m thick source layer and geocentric dipole direction for the magnetization. Dark bars below the magnetization curves indicate normal polarity intervals, based on the constant spreading rate of Figure 2-2.
The direct inversion provides improved resolution over conventional methods. For example, the CAMH is more narrowly defined by the direct inversion, suggesting a more precise location for the neovolcanic axis and focussed crustal accretion. We also resolve a rapid decay in magnetization with age. While not as rapid as at the East Pacific Rise [see Gee and Kent, 1994], this decay rate, with an exponential time constant of 0.1-0.2 m.y., is much faster than the 0.5 m.y. value inferred from previous studies at slow-spreading ridges [Johnson and Atwater, 1977; Macdonald, 1977]. Both magnetization solutions show deep lows corresponding to the rift valley walls, most notably to the west. These lows are within the Brunhes positive polarity epoch, and are interpreted to be areas of source destruction due to brittle deformation and low temperature alteration of the magnetic source. Note, however, the high magnetization outside the inner valley walls. This structure may indicate a tectonic process whereby large, unaltered blocks of crust are lifted out of the rift valley by adjacent zones of faulting. These observations of fine-scale magnetic structure show that, while emplacement of crust at slow-spreading ridges is highly focussed (in contrast to previous models [e.g. Schouten and Denham, 1979], subsequent tectonic disruption and alteration at the rift valley walls degrade the crustal magnetization signal and may be the primary reason for Atlantic magnetic anomaly variability.

2.4 Conclusions

The practice of reducing potential field data onto a level plane prior to inverting for the source distribution has prevented scientists from making full use of the increased resolution offered by draped surveys. We have shown that, in bypassing this limiting reduction step, the direct inversion method is better able to resolve crustal magnetic structure. This has been demonstrated in a forward model and an example data set. In cases of extreme topography and in geometries that significantly deviate from a draped survey, a correction to the direct inversion is central to computing an
accurate solution. However, the simplicity of the direct inversion becomes manifest in less extreme geometries, where the correction term may be eliminated.
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Chapter 3

Near-bottom magnetic survey of the Mid-Atlantic Ridge axis, 24°–24°40´N: Implications for crustal accretion at slow spreading ridges

Abstract

Near-bottom magnetic field measurements provide increased spatial resolution over sea surface magnetic data and allow a detailed analysis of the accretionary and tectonic processes at work in a slow spreading environment. Through the use of magnetic inversion methods and forward modeling, we investigate the fine-scale magnetic structure of young oceanic crust along four near-bottom profiles that cross the two bathymetric segments immediately north of the Kane transform on the Mid-Atlantic Ridge. Our results show the presence of a narrow, peaked central anomaly magnetic high (CAMH) located over the zone of most recent volcanism. We hypothesize that the pattern of high magnetization at segment ends and relatively low values at their centers is largely the result of increased iron and titanium content away from segment centers. Magnetization lows, which are not observed in the sea surface data, flank the CAMH and are associated with the axial valley walls. These lows may locate areas of intense magnetic source layer disruption. Blocks of relatively high magnetization found outside the valley walls suggest a cyclic faulting process, whereby discrete blocks of relatively unaltered crust are transported out of the rift valley by adjacent zones of faulting. These observations of fine-scale magnetic structure show that while the emplacement of crust at slow spreading ridges is highly focused, subsequent tectonic disruption and alteration at the rift valley walls degrades the crustal magnetization signal and may be the primary reason for Atlantic magnetic anomaly variability.
3.1 Introduction

Sea surface magnetics has been an integral part of geophysical studies for decades. At the dawn of plate tectonic theory, correct identification of the origin of seafloor anomalies provided crucial evidence for seafloor spreading [Vine and Matthews, 1963]. Magnetic anomalies have allowed us to determine spreading rates at divergent margins, perform plate reconstructions, and study numerous aspects of the volcano-tectonic history of oceanic crust. Shipboard magnetics has also shown that the magnetic anomaly pattern at the slow spreading Mid-Atlantic Ridge (MAR) is not as well-defined as at fast spreading ridges [e.g., Vogt, 1986]. The increased variability of magnetic anomalies at slow spreading ridges has motivated the need for geophysical techniques offering higher spatial resolution.

The greater spatial resolution offered by near-bottom magnetics [e.g., Macdonald, 1977; Tivey and Johnson, 1987] has allowed it to become a complement to bottom sampling and acoustic imaging techniques for exploring the fine-scale structure of the seafloor. Recent observations also provide evidence that the accretionary process at slow spreading ridges is more three-dimensional as a result of discrete, episodic emplacement [Smith and Cann, 1990] and active tectonic disruption of young oceanic crust. The extent that episodic magmatism and tectonic alteration participate in generating the magnetic variability of newly formed crust is a fundamental question concerning mid-ocean ridge processes, one that near-bottom magnetics is ideally suited to address.

Extensive studies of the Mid-Atlantic Ridge, such as the French-American Ocean Underwater Study (FAMOUS) [e.g., Johnson and Atwater, 1977; Macdonald, 1977] and Mid-Atlantic Ridge North of Kane (MARNOK) [e.g., Purdy et al., 1990; Smith and Cann, 1990; Sempéré et al., 1990, 1993], have yielded much information on the emplacement and modification of oceanic crust. Yet, many questions concerning controls on the fine-scale magnetic structure of mid-ocean ridges remain unresolved. The most dominant magnetic feature within the rift valley is the central anomaly magnetic
high (CAMH), which is thought to represent the most recent volcanic emplacement [Klitgord, 1976; Tivey and Johnson, 1987]. The accuracy with which the CAMH predicts the location of the neovolcanic zone (NVZ) in a slow spreading environment is not well known. The origin of along-axis variability in the CAMH is also highly speculative, and several models, including Curie isotherm depth and geochemical variations, have been invoked to explain this phenomenon. The cross-axis shape of the CAMH is thought to be governed by low-temperature alteration off-axis, but there is wide disagreement on the rate of magnetic decay this process generates [Johnson and Atwater, 1977; Macdonald, 1977; Gee and Kent, 1994].

In 1991, a near-bottom survey over the two spreading segments immediately north of the Kane transform on the MAR was conducted by the RSS Charles Darwin in order to precisely map their tectonic and volcanic structures. The survey included several near-bottom side-scan and magnetometer transects across the median valley using the Towed Ocean Bottom Instrument (TOBI) [Allerton et al., 1995] (Figure 3-1). Numerous dredges within the axial valley and ridge-transform intersection (RTI), and two Wide-Angle Seafloor Photography (WASP) [Kleinrock, 1992] camera tows across the valley floor were also performed [Lawson et al., 1996]. The near-bottom profiles lie within the MARNOK area and provide an excellent opportunity to study the fine-scale magnetic structure of ocean crust in relation to seafloor morphology and volcanism, as well as its correlation with sea surface measurements.

The goal of this study is twofold. First, through the use of new data analysis methods, and the high resolution offered by near-bottom measurements, we examine the effect of crustal emplacement and modification within the rift valley on intrasegment variability. We address several questions concerning the nature of, and controls on, the short-wavelength magnetic anomalies found over the MAR, thereby providing constraints on the structure and dynamics of the slow spreading ridge environment. Second, we place these magnetic data within the larger framework of sea surface measurements for a clearer understanding of not only cross-axis but also along-axis
Figure 3-1: Bathymetric map of the ridge-transform intersection (RTI) and two spreading segments immediately north of the Kane transform [Fujimoto et al., 1994]. The two segments are separated by an area where the morphologic axis (white line [D. K. Smith, personal communication, 1995]) becomes indistinct. It is dashed where the axis has previously been difficult to locate, although a distinct NVZ does extend well into the RTI. Black lines mark the four near-bottom TOBI profiles obtained in 1991.
magnetic variability. By answering some specific questions regarding the fine-scale magnetic structure of young oceanic crust, we begin to understand the origin of magnetic anomaly variability in a slow spreading environment.

3.1.1 Geologic Setting

Sea surface magnetic anomaly identification has determined that the ridge immediately north of the Kane transform has been spreading asymmetrically at an average half rate near 14 mm/yr to the west and 13 mm/yr to the east for the past 10 Myr [Klitgord and Schouten, 1986; Tucholke and Schouten, 1988]. Several studies have previously been conducted along the western Kane transform and adjacent rift valley. They include dredging and bottom camera tows [Bryan et al., 1981; Karson and Dick, 1983], submersible dives [Zonenshain et al., 1989; Bryan and Fujimoto, 1994], and swath bathymetry with sea surface magnetics [Purdy et al., 1990; Sempéré et al., 1990, 1993; Fujimoto et al., 1994]. These studies, as well as sonar data from the TOBI survey [Allerton et al., 1995], confirm the existence of two spreading segments that exhibit different axial morphologies, both typical of the slow spreading MAR.

Segment 1 extends from the Kane transform to 24°22'N (~57 km), and segment 2 is located between 24°22'N and 24°39'N (Figure 3-1). Segment 1 is associated with a narrow, deep, hourglass-shaped valley with steep walls on either side (Figure 3-1). A neovolcanic zone is well-defined along its entire length, except near the bathymetric saddle point, where the rift valley is narrowest. South of 24°16'N, fault patterns within the valley walls are subparallel to the axis and regularly spaced. To the north, a single fault on the eastern flank becomes increasingly dominant [Allerton et al., 1995].

The boundary between the two segments lies at 24°22'N, where the NVZ becomes particularly ill-defined and is offset by about 1 km to the east. This feature has been interpreted as a ridge axis discontinuity by Sempéré et al. [1993]. Coincident with this discontinuity, is an oblique fault cutting across the eastern valley wall with a
strike of N50°E. It has been interpreted by Allerton et al. [1995] as an area where differential extension between the relatively N–S trending segment to the south and a zone of oblique extension to the north is being accommodated.

Segment 2 exhibits a robust constructional ridge that reaches a height of over 500 m above the valley floor before terminating abruptly against the obliquely trending western valley wall (Figure 3-1). The valley walls are highly asymmetric in the southern portion of this segment. Extension along the eastern wall is largely accommodated by a single fault that reaches vertical displacements greater than 1 km, whereas the western wall is made up of several small, regularly spaced faults. To the north, before the axial valley jumps 20 km to the east, the eastern marginal basin broadens and becomes part of an oblique zone trending 45° to the average spreading direction of the MAR.

The sea surface magnetic field (Figure 3-2) reveals significant intrasegment variation. Anomalies are skewed by an average of 60° in this region because of geographic location, orientation of the ridge, and the Earth’s field direction (inclination is 42°, declination is N18°W). Apart from the low associated with the ridge discontinuity, the CAMH along both segments is weaker and narrower at their centers.

3.2 Data Collection and Analysis

The near-bottom magnetic field was measured by a three-axis fluxgate magnetometer attached to the TOBI package (or “fish”). Measurements were averaged into 1-min bins to yield a spatial sampling rate of 60 m for a nominal towing speed of 2 knots (~1 m/s). No transponder was attached to the towed sled, but Global Positioning System (GPS) ship navigation was recorded at 1-min intervals, and cable length was documented every half hour. Instrument position was determined from available information with the help of a cable modeling program [Triantafyllou and Hover, 1990] that includes both instrument and cable hydrodynamics. As a final check, the
Figure 3-2: The Canadian database [J. Verhoef, personal communication, 1995], gridded at a 0.05° spacing (crosses), is merged with data obtained during cruise C2908 (white line) and C2909 (black line) [Purdy et al., 1990] aboard the R/V Robert Conrad in 1988 to generate a map of the total sea surface field anomaly. A bold black line marks the 4000-m bathymetric contour, and a bold white line marks the morphologic axis.
bathymetry measured by the fish was compared to the Sea Beam bathymetry along the predicted track.

Data analysis includes the correction of measurements for instrument attitude, upward continuation of the magnetic field onto a level plane, and inversion of this field for crustal magnetization. Inversion results were compared with forward models generated by known magnetization distributions.

The magnetometer, which is located within the frame of the towed instrument, is affected by the interference between magnetic fields generated by the vehicle and those of geologic origin. By far, the largest source of interference is the instrument’s permanent magnetization [Mies, 1986]. This remanent magnetization either constructively or destructively adds to the true field, depending on the angle between them, and must be corrected. Removal of the permanent field interference effect was best achieved by using a cosine fit method, whereby field strength is individually plotted as a function of the three axes of rotation, and best fitting cosine curves are removed from each. Although the true interference effect is not perfectly sinusoidal, this becomes a good approximation when the Earth’s field is much larger than the instrument’s permanent field [Mies, 1986]. This method corrects only total field values. Hence individual fluxgate components are not presented in this paper. As a final correction, the International Geomagnetic Reference Field (IGRF) was determined at each measurement location [International Association of Geomagnetism and Aeromagnetism (IAGA) Working Group I, 1987] and subtracted from the data, leaving the total field anomaly (Figure 3-2).

Since current inversion methods require measurements to be on a level plane, the data acquired in this draped survey were upward continued onto such a plane by the standard Schwarz-Christoffel transformation [Parker and Klitgord, 1972]. In this study, we also use two new reduction methods: the Guspi [1987] method and the approximate equivalence method of Pilkington and Urquhart [1990]. The Guspi method represents a summation of iterative corrections to the measured field in the frequency
domain and is based on the substitution of the equation for the theoretical field on horizontal plane due to a general source distribution into the equation for the field on an uneven surface [Guspi, 1987]. This method tends to amplify high frequencies and therefore requires low-pass filtering within each iteration. The method of Pilkington and Urquhart [1990] is based on the approximate equivalence that exists between the field measured on an uneven observation surface due to a source distribution on a level plane and the field on a level plane due to an equivalent distribution on a mirror image of the original observation surface [Pilkington and Urquhart, 1990]. The reduction process solves for an equivalent source distribution on this mirror image surface and then calculates a reduced field from these sources. The process of calculating the equivalent source distribution is essentially a downward continuation and therefore must be filtered. In all upward continuation methods, the passband of each filter is dependent on the frequency content of the data and the continuation distance of each profile (see Table 3.1 for filter values).

Upward continued data were inverted for crustal magnetization using the iterative Fourier method developed by Parker and Huestis [1974]. The direct inversion method of Hussenoeder et al. [1995] was also examined, in which the approximate equivalence concept of Pilkington and Urquhart [1990] is used to solve for crustal magnetization directly from the uneven observation track. All inversions assume a 500-m-thick source layer and a geocentric dipole direction for the magnetization.
3.3 Results

Figure 3-3 shows our deep tow magnetization profiles positioned within the magnetization map derived from sea surface measurements. In order to obtain a reliable spreading rate estimate, the reversal pattern from both sea surface and deep tow magnetization solutions was determined as a function of distance from the neovolcanic axis. Reversal identifications were extended out to the Matuyama/Gauss reversal at 2.6 Ma [Cande and Kent, 1995], over which the interval spreading rate was found to be fairly constant. The magnetic anomaly pattern suggests a half spreading rate to the west of 13.1 mm/yr, whereas to the east, it increases from less than 10 mm/yr near the fracture zone to 13 mm/yr at segment 2, resulting in more closely spaced reversals at the inside corner high (Figure 3-3). This pattern, however, places the pole of opening for the Atlantic in an unrealistic position, namely, a few hundred kilometers to the south, and is more likely an indicator of temporal variability in spreading rate. Calculations extending past anomaly 5 show the average spreading rate in this area to be constant for the past 10 Myr [Tucholke and Schouten, 1988]. Although earlier bathymetric data show little evidence for propagating rifts [Sempéré et al., 1993], high-resolution data, collected aboard the Japanese support vessel Yokosuka in 1994, resolve the off-axis scars of several southward propagating rifts [Fujimoto et al., 1994; N. Seama, personal communication, 1995]. Two have since terminated at the transform, and a third traces the growth of segment 2 at the expense of segment 1. Since outer pseudofaults mark a discontinuous jump to older crust on the side farther from the rift axis, the presence of propagating rifts may explain the apparent variation in spreading rate along axis.

Short-wavelength variations seen in the deep tow profiles are not present in the sea surface data. This is dramatically shown in Figure 3-4, where magnetizations derived from sea surface measurements along the predicted deep tow tracks are plotted against magnetizations derived from the near-bottom data. While the Brunhes/Matuyama reversal is consistently detected in the sea surface data, the Jaramillo subchron is not.
Figure 3-3: Magnetization map derived from sea surface data for the study area. Deep tow magnetizations, calculated from the Guspi upward continued field, are plotted as solid wiggles along straight-line approximations of the vehicle track. A thick line represents the morphologic axis, and dashed lines are reversal identifications based on sea surface and deep tow data assuming a constant spreading rate. The 4000-m bathymetric contour (thin line) is also plotted. The Brunhes-Matuyama (B/M) reversal, Jaramillo (J) subchron, and anomaly 2 and 2A are labeled.
Figure 3-4: Comparison of calculated sea surface (dashed) and deep tow (solid) magnetization profiles along the four TOBI track lines versus distance from the axis. The Brunhes-Matuyama reversal, Jaramillo subchron, and anomaly 2 are labeled.
There are several explanations for the frequent disagreement in the exact location of reversal boundaries between the sea surface and near-bottom profiles. First, since potential fields from a dipole source falloff as $1/r^3$, near-bottom data are more sensitive to variations in shallow crustal structure than are sea surface measurements. Any difference between shallow magnetic structure and depth-integrated structure will manifest itself as a difference between the two magnetization profiles. Second, the sea surface magnetization map is a highly filtered version of the true crustal magnetization. The near-bottom profiles show that the Brunhes/Matuyama reversal is a well-defined and rapid transition, one which filtering only serves to distort. Third, the inversion method of Parker and Huestis [1974] is Fourier-based and is therefore insensitive to DC shifts and susceptible to spectral leakage near the ends of profiles that contain linear trends in the field. This poses no problem if the spatial extent of the magnetic profile is large enough that neither a linear trend nor a nonzero mean exists. However, for data sets of limited extent, or for those dominated by a single polarity, the common practice of subtracting out the mean or trend of the field prior to inverting may result in a significant loss of information. We believe that the linear trends and nonzero means in these deep tow profiles are geologically significant (see Figure 3-4). We have therefore retained them in our magnetization solutions by applying, prior to inversion, sufficiently long buffers that exponentially decay to the mean of each profile. This approach enables us to suppress a majority of the spectral leakage.

Along-axis amplitude variations in the CAMH are evident in both the sea surface and deep tow data. The CAMH weakens toward the center of both segments, forming a saddle shape. Figure 3-3 shows that the CAMH is significantly stronger near the ridge-transform intersection (RTI) and on either side of the junction between the two segments ($24°18'N$ and $24°27'N$) than at each segment's center. In fact, the magnetization strength at the north end of segment 1 is double that at its center (Figure 3-4). The magnetization along each of the four deep tow profiles is shown
with the bathymetry measured along track in Figures 3-5a through 3-5d. We will now discuss each profile in turn.

### 3.3.1 Profile 1: Segment 2 (24°34´N)

The northern profile crosses the center of segment 2 and extends from the western flank of the median valley across the broad median valley floor into the rift mountains (Figure 3-5a). It includes the eastern Brunhes/Matuyama reversal and Jaramillo subchron. The two overlapping constructional features on the valley floor, shown in bathymetric cross section, have been identified in sonar images as flat-topped volcanos crested on a robust neovolcanic ridge. They mark the location of most recent volcanic activity (i.e., the neovolcanic zone). A pronounced CAMH reaches its maximum amplitude of 11 A/m over the western ridge, indicating that the western side is the current location of active emplacement. Photoanalysis of WASP camera footage confirms this observation by showing the eastern flank to be considerably older than the fresh flows extending into the western marginal basin [N. K. Lawson, personal communication, 1995]. The CAMH is flanked on both sides by a sharp drop in magnetization into what is apparently a narrow zone of reversely magnetized crust (Figure 3-5a). The eastern magnetic “reversal,” or low, corresponds to the steepest slope in the valley wall, which is made up of a single normal fault with a vertical displacement of over 500 m. More positively magnetized crust outside of this scarp corresponds to what appears to be a back-tilted crustal block. There is indication of a similar pattern in the west, but because of its proximity to the end of the profile, the signal is likely to be partially corrupted by edge effects.

### 3.3.2 Profile 2: North End of Segment 1 (24°21´N)

The longest of the four profiles traverses the rift valley near the north end of segment 1 (Figure 3-5b). It extends into the rift mountains on both sides and includes the Brunhes/Matuyama reversal, Jaramillo subchron, and anomaly 2 in the west. Two
Figure 3-5a: Deep tow magnetic profile crossing segment 2 at 24°34’N. (bottom) Bathymetry and instrument track versus distance from ridge axis. The morphologic axis [D. K. Smith, personal communication, 1995] is marked in all but the southernmost profile, where it is less defined. (middle) Measured field anomaly. (top) Magnetization solutions using four methods: Schwarz-Christoffel (SC) [Parker and Klitgord, 1972], approximate equivalence (AE) [Pilkington and Urquhart, 1990], [Guspi, 1987], and direct inversion [Hussenoeder et al., 1995]. Shaded bars indicate normal polarity intervals, based on the reversal picks of Figure 3-3. Reversals and normal polarity chrons are labeled. Upward continuations and inversions were taken to 20 iterations. The inversion assumes a 500 m thick source layer and a geocentric dipole direction for the magnetization.
Figure 3-5b: Same as Figure 3-5a, except for north end of segment 1 at 24°21′N.

separate ridges occupy the valley floor. The eastern ridge is continuous with the NVZ of segment 2. Previous results from a submersible dive to the north of this area show that this neovolcanic ridge has young lavas only at the crest and that its flanks are heavily faulted and fractured [Zonenshain et al., 1989]. The western ridge corresponds to the NVZ of segment 1. TOBI side-scan sonar shows it to be less
tectonically disrupted and more hummocky in nature than its bathymetrically higher counterpart to the east. Yet the CAMH reaches its maximum of \(~20\ A/m\) (Figure 3-5b) over the eastern bathymetric high. A sharp reduction in amplitude coincides with the initial scarp of the eastern valley wall and seems to predict negatively magnetized crust within the western wall in a pattern similar to the previous profile. Allerton et al. [1995] report that the large normal fault at the eastern wall exhibits over 1 km of vertical displacement and that midcrustal rocks were dredged near its base. TOBI side-scan sonar images show that mass wasting is extensive over large areas of this fault, whereas the western wall is made up of several smaller scarps that localize extension into discrete zones, resulting in less wholesale disruption of the crust.

3.3.3 Profile 3: South Central Part of Segment 1 (24°02'N)

A much weaker (\(~9\ A/m\)), narrower CAMH is associated with the neovolcanic ridge just south of the Narrowgate section of segment 1 (Figure 3-5c). The CAMH peak is associated with a small, hummocky ridge in the center of the valley floor. Photoanalysis of the WASP tow across the bathymetric saddle of this segment shows a poorly developed NVZ with a sharp contrast in age at its flanks, based on sediment cover and degree of tectonism [N. K. Lawson, personal communication, 1995]. The proximity of heavily tectonized crust correlates well with the inversion solutions, which show a sharp drop in amplitude very close to the ridge. Although the nadir of the TOBI profile is nearly 10 km to the south of the camera tow, and the valley floor is slightly wider at this location, Allerton et al. [1995] places both locations within the same structural domain. The valley walls are highly symmetric, with normal faults spaced every 2 km. A similar spatial frequency is also seen in the slightly oscillatory magnetization pattern of the valley walls (Figure 3-5c).
Figure 3-5c: Same as Figure 3-5a, except for south central part of segment 1 at 24°02’N.
3.3.4 Profile 4: The Nodal Deep and Inside Corner High (23°54′N)

The CAMH gains strength toward the RTI, and reaches an amplitude of about 11 A/m at the southernmost TOBI profile. A double-peaked magnetization high occupies much of this profile (Figure 3-5d). Two submersible dives conducted by Zonenshain et al. [1989] in this area found what they have interpreted to be a relict neovolcanic ridge 5 km to the east of the active NVZ. This relict ridge coincides with the eastern magnetization peak predicted by all four methods (Figure 3-5d). The sharp drop in amplitude on the eastern flank of the relict ridge is interpreted to be the Brunhes/Matuyama reversal, although its location at base of the valley wall suggests that disruption of the magnetic source layer may also be important. Submersible dives have mapped upper gabbro exposures as well as extensive talus fans at the wall of the inside corner high [Zonenshain et al., 1989], even though previous dredging and deep tow studies report a scarcity of plutonic rocks [Karson and Dick, 1983; Bryan and Fujimoto, 1994]. This would indicate a high degree of vertical uplift and tectonism.

3.4 Discussion

We consistently observe two features in the deep tow profiles: a narrow CAMH and valley wall magnetization lows. Characterization of these anomalies, including their location and variability, is important to our understanding of the volcano-tectonic processes occurring in slow spreading environments. We now discuss implications associated with the fine-scale magnetic structure recorded in these near-bottom magnetic profiles.

In order to better interpret the deep tow results, forward models of each profile were constructed (Figures 3-6a through 3-6d). Given an assumed magnetization distribution, the field was calculated along-track in the actual profile geometry using
an implementation of Talwani and Heirtzler's [1964] analytic method [Won and Bevis, 1987]. The calculations assume two dimensionality and a 500-m-thick source layer. The input magnetic reversal pattern is based on recently published chronologies [Cande and Kent, 1995] (see Figure 3-6a for spreading rates). Two features have been included in the input magnetization: a time-dependent exponential amplitude decay,
and discrete zones of zero magnetization at the axial valley walls. An exponential decay constant of 150 kyr (i.e., decay to $1/e$ the maximum value in 2 km for a 13 mm/yr spreading rate) was chosen because of its overall best fit to the decay rate of these profiles. Although the peak amplitude of the input magnetization was varied between profiles in order to best fit the magnetic data, all forward models assumed the same decay rate to a background amplitude of 4 A/m. Nonmagnetic regions were varied in width and location to create a best fitting model. They were included to test the hypothesis that the valley walls are areas of magnetic source destruction.

Several specific questions concerning the accretion and subsequent alteration of ocean crust can be addressed by examining the deep tow magnetic anomalies in relation to the forward models and geologic observations [e.g., Zonenshain et al., 1989; Allerton et al., 1995]. The accretionary process is examined chiefly by studying the origin of the CAMH and its along-axis variability, whereas tectonic processes are examined by studying the valley wall magnetic lows.

3.4.1 The Central Anomaly Magnetic High

Does the CAMH accurately locate the most recent extrusive activity? The CAMH in all four profiles is characterized by a narrow peak (<2 km half width to half magnetization on average) that corresponds to the axial volcanic ridge. If volcanic events were spatially distributed within a wide zone of accretion, a much broader magnetization high would result [Schouten and Denham, 1979]. The sharp peak of the CAMH not only suggests a precise location for focused accretion, but it also implies that the accretionary process is not responsible for Atlantic magnetic anomaly variability. The fact that the location of the CAMH consistently agrees with observations from both side-scan sonar data and camera tows is further evidence that this feature is a powerful complement to imaging techniques in locating the neovolcanic zone.

Disagreement does exist between TOBI side-scan images and near-bottom magnetic measurements in profile 2, where the western volcanic ridge is more hummocky
Figure 3-6a: Forward model of the profile crossing segment 2. (bottom) Bathymetry and instrument track as in Figure 3-5a. Modeled areas of magnetic source destruction (gray shaded zones) are shown within the positively (black) and negatively (white) magnetized crust, assumed to be 500 m thick for all inversions. (middle) The model magnetization distributions, which include an exponential magnetization decay rate (150 kyr time constant) and zones of source destruction flanking the CAMH. Reversals and normal polarity events are labeled. All models use a spreading rate of 13 mm/yr to the west. Decreasing spreading rates of 13.1, 12, 10, and 8.4 mm/yr to the east are used to model the profiles in Figures 3-6a, 3-6b, 3-6c, and 3-6d respectively, based on reversal identifications [Cande and Kent, 1995]. (top) The model field anomaly and magnetization (dashed) plotted against values derived from the data (solid). The magnetization solutions are those obtained by the Guspi upward continuation method followed by inversion.
and less tectonized, while the eastern ridge exhibits a higher magnetization. This enigma may only be resolved by the analysis of samples gathered from this location. One must keep in mind that the magnetic signal is a depth-integrated function representing the time-averaged accretion of new material. If, on average, the eastern ridge is younger, but the western ridge is covered by a thin veneer of fresh lava, the conclu-
Figure 3-6c: Same as Figure 3-6a, except for south central part of segment 1.

...sions obtained from these two observations would conflict as they do now. Overall, however, the CAMH is an excellent indicator for the location of most recent volcanic activity. The relict ridge in profile 4 may be the result rift propagation, recorded in the off-axis bathymetry [Fujimoto et al., 1994; N. Seama, personal communication, 1995]. Rift propagation occurs on timescales much longer than those used to describe the emplacement and evolution of the magnetic source layer. However, the creation...
of this relict ridge allows us to determine the style of accretion that has occurred along that part of the spreading segment in the past. The narrow, peaked nature of the magnetic high corresponding to the relict ridge is further indication that volcanic emplacement is focused at slow spreading centers.

What is responsible for the along-axis variability of the CAMH? Both the sea
surface and deep tow data agree that the axial magnetic high is much stronger and wider at the distal ends of both segments than at their bathymetrically shallow centers. A number of different hypotheses have been proposed to explain this behavior. The Curie isotherm model considers that each ridge segment is located above a hot zone of mantle upwelling [e.g., Whitehead et al., 1984; Lin et al., 1990]. Such a plume would impose a steep thermal gradient in the crust and hence thin the effective magnetic source layer by moving the Curie isotherm to a shallow level. Isotherms would deepen toward the distal ends of the segment, allowing a greater proportion of crust to contribute to the magnetic signal. This model predicts a more pronounced effect in segments that are volcanically active, such as segment 2. Yet, it is segment 1 that most visibly exhibits a saddle-shaped CAMH. This model also predicts that as crust is transported off-axis, the along-isochron magnetization pattern would disappear, since isotherms would become horizontal. However, high-amplitude magnetizations associated with segment ends are frequently observed to continue off-axis (Figure 3-3, west). This suggests that although this model may be physically plausible, it most likely accounts for only a small portion of the along-axis magnetic variation of these two segments.

A second hypothesis is that valley wall proximity, and the alteration associated with them, causes a reduction in the sea surface expression of the CAMH toward segment centers. In a narrowgate geometry, such as segment 1, the valley walls converge toward the center of a segment, bringing the effects of tectonic disruption closer to the neovolcanic zone and reducing the amount of crust available to generate a magnetic high. These deep tow measurements are able to resolve a narrow CAMH and find that it has a lower magnetization than at the segment ends (Figure 3-6c). If the magnetization of fresh basalts at the segment center were as high as that for basalts at its distal ends, then the deep tow profile would be able to resolve a narrow, high-amplitude CAMH. The fact that it does not implies that the geometry argument is not valid and that the magnetization at segment ends is higher for other reasons.
This brings us to the hypothesis that magnetization highs at segment ends are the result of increased iron and titanium content within the basalts. In this model, material at the distal ends fractionate over a longer time period in smaller, more isolated magma chambers, thereby increasing the percentage of magnetic minerals in the bulk composition of erupted basalts [Christie and Sinton, 1981]. This model has also been proposed as the source of high-amplitude magnetizations observed along the propagating limb of large-offset overlapping spreading centers [Sempéré and MacDonald, 1986; Sempéré, 1991]. Preliminary analysis of dredged samples along segment 1 has found the most primitive basalts at the Narrowgate (Fe$_2$O$_3$ 9.5 wt % and TiO$_2$ 1.2 wt %), and a wide range of compositions, including high Fe and Ti basalts (Fe$_2$O$_3$ 10.75 wt % and TiO$_2$ 1.65 wt %) at the segment ends [N. K. Lawson, personal communication, 1995]. Numerous studies have previously related the Fe and Ti content in basalts to their remanent magnetization [e.g., Vogt and Johnson, 1973; Vogt, 1979; Weiland et al., 1995]. Applying our results to the relationship determined by [Weiland et al., 1995] for the South Atlantic, we predict an increase in magnetization from 16 to 32 A/m for the changes in Fe and Ti content measured along the axis of segment 1. This is in agreement with the twofold increase in magnetization shown in the deep tow magnetic profiles (Figure 3-4). The low-amplitude CAMH associated with the robust NVZ of segment 2 (Figure 3-3) may also partially be a result of a basalt chemistry relatively low in Fe and Ti.

It is not surprising that the rock sample measurements exhibit a higher magnetization than do the deep tow profiles, since the field represents a depth-integrated measure of source strength and dredges most likely sample recently erupted basalts capping the neovolcanic ridge. According to this argument, along-axis compositional variations in erupted material are largely responsible for the increase in magnetization observed toward segment ends. Care must be taken in making a direct comparison between iron content and remanent magnetization, however, because factors other than Fe and Ti content, such as magnetic mineralogy and grain size, can also control

60
magnetization intensity [e.g., Watkins, 1974; Sempéré, 1991]. Thus, while we consider rock chemistry to play a key role in the along-axis variability of the CAMH, contributions from various other models can not be entirely ruled out. For instance, the magnetic properties of the lower crust are still poorly understood and may significantly vary along axis. At segment ends, where tectonic extension dominates and magmatic activity is relatively weak, serpentinite bodies within the lower crust may play a role in the along-axis magnetic structure of slow spreading ridges [Pockalny et al., 1995].

What does the off-axis decay in magnetization represent? Placing the CAMH in a broader context, we examine how magnetization decays with age. This decay has long been attributed to low-temperature alteration of titanomagnetite to titanomaghemite within the source layer [Johnson and Merrill, 1973; Prévot and Grommé, 1975]. Previous studies on the MAR concluded that the apparent magnetization decay rate is characterized by an exponential time constant of 500 kyr [Johnson and Atwater, 1977; Macdonald, 1977]. They acknowledge that this value is dependent on the width and stationarity of accretion, and is therefore an upper bound to the contribution of low-temperature alteration. Recent evidence from the fast spreading East Pacific Rise shows that the decay rate is much faster, with a time constant of 20 kyr [Gee and Kent, 1994]. As discussed previously, the apparent exponential time constant that is an overall best fit to the deep tow profiles in this study is 150 kyr, a value intermediate between those of previous studies. The variability observed between these studies may be due to further contributions from spatially variable processes, such as along-axis variation in intrusive accretion as crust is transported off-axis, the overlap of individual volcanic flows, or variations in the amount of crust exposed to seawater due to faulting and fissuring. Because of the trade-off between magnetization decay and width of the NVZ, our value of 150 kyr most likely places an upper bound to the width of volcanic emplacement and implies that spreading is focused at a scale of less than 2 km.
The 150-kyr decay rate fits all the profiles well, except for the western flank of segment 1, which is best fit by a 1.5-Myr time constant. The segment at this location, however, is slightly anomalous in that a large unaltered block of sedimented, but well-preserved hummocky terrain with an extremely high magnetization sits outside the western valley wall (Figure 3-6b). In the sea surface magnetization map, it correlates with a knob of high magnetization bulging off-axis to the west at 24°19′N (Figure 3-3). The high magnetization would seem to indicate that it is quite young and probably a block of crust that has been transposed by a recent propagation event between the two segments. The profile crossing near the center of segment 1 is well modeled by the 150-kyr decay rate (Figure 3-6c). Modeling the magnetization decay across the nodal deep and inner corner high is a difficult task because of an off-axis relict neovolcanic ridge that is strongly magnetized (Figure 3-6d). The high magnetization over this ridge suggests the presence of fresh lavas. Forward modeling shows that the relict ridge causes the magnetization in that area to be higher than that predicted for a simple exponential decay.

In summary, the exponential magnetization decay rate in this area is best fit by a time constant of 150 kyr. This value reflects a combination of the decay in magnetization due to low-temperature alteration and the spatial averaging of the crustal accretionary process. The low-temperature alteration decay rate is likely to be much faster and may be as rapid as has been suggested for the EPR [Gee and Kent, 1994]. The varied estimates of decay rate along the mid-ocean ridge system are most likely due to a spatially varying crustal accretion process.

### 3.4.2 Axial Valley Wall Magnetization Lows

In all but the southern profile, zones of near-zero magnetization flank the NVZ within the Brunhes epoch, and several of these zones suggest negative values. If they truly mark the location of negatively magnetized crust, then it must be through either the capture of older crust or a geomagnetic reversal event within the Brunhes. Morpho-
logic expressions that indicate segment propagation have been observed in this region [N. Seama, personal communication, 1995], but it is unlikely that the rift valley walls in each profile contain captured crust. Paleointensity variations or actual reversal events must correlate with time across all profiles. Drastic differences in the proximity of these zones to the CAMH show that such a geomagnetic event can not be responsible for their occurrence.

Another possibility is that a sudden drop to zero magnetization causes the inversion solution to overshoot into negative values. Although geological constraints significantly reduce the ambiguity of locating a zero level, magnetic anomalies alone contain information only on magnetization contrasts. If we consider the difficulty in retaining nonzero DC magnetization levels and linear trends in the Fourier method and the limiting assumption of two dimensionality, it is reasonable that these zones may represent nonmagnetic sections of crust. We believe that the drastic change in magnetization associated with the valley walls is geologically significant and that overshoot by the inversion process is the best interpretation of the predicted negative values at those locations.

Rift valley walls are associated with a high degree of faulting and fissuring. Increased seawater penetration and tectonic disruption in these zones is likely to cause intense magnetic source destruction in the form of enhanced hydrothermal alteration and mechanical randomization of the crustal fabric within disturbed zones, such as talus piles below fault scarps. Hydrothermal alteration alone has been shown to reduce the magnetization of seafloor basalts by at least an order of magnitude [e.g., Wooldridge et al., 1987]. If fault throw is significant, physical thinning of the magnetic source layer may also result. In the northern two profiles, these zones are several kilometers from the neovolcanic axis and therefore allow low-temperature alteration to substantially lower the magnetization at the flanks of the CAMH (Figures 3-6a and 3-6b). In profile 2, the model inversion solution for the eastern valley wall crosses over into negative values (Figure 3-6b). This illustrates the argument that negative
values predicted along the flanks of the CAMH are inversion overshoots due to the sharp amplitude transition and profile geometry. Profile 3 crosses segment 1 just south of its narrowest point. Here, the zones of intense demagnetization are very close to the volcanic axis, especially in the west. In this case, the magnetization peak does not correctly predict the location of most recent volcanic construction because the adjacent zone of source destruction to the west shifts the peak eastward by about 450 m. In contrast, the inside corner wall in the southern profile is approximately 10 km from the NVZ. At that distance, the model magnetization has nearly dropped to its background level of 4 A/m. The magnetic reversal near the base of the valley wall may also help to explain the apparent absence of a zone of source destruction. If one exists, it would be partially masked by the reversal event and would have a much more subtle effect on the inversion solution than if it occurred closer to the axis, where the associated magnetization contrast would be more extreme.

Note the higher magnetization outside the inner valley walls (e.g., 8 km from the axis in Figure 3-5a and -10 km in Figure 3-5b). One possible explanation is that crustal material is remagnetized as it passes into the rift mountains, either through chemical remanence [e.g., Raymond and LaBrecque, 1987] or by the formation of new magnetic minerals (e.g., serpentinization or off-axis volcanism). Little evidence has been found to support any type of remanence off-axis other than thermal [Beske-Diehl, 1989], and the lack of evidence for volcanism outside the rift valley, especially within the rift mountains (often >10 km from the neovolcanic zone), makes this hypothesis unlikely. Serpentinites are typically associated with fault scarps, so it is difficult to separate the effects of serpentinization on the magnetic field from those of enhanced alteration and crustal disruption. Harrison [1987] reports that the magnetization of serpentinized peridotites can be quite high (>6 A/m). However, serpentinites are usually recovered within 30 km of ridge axis discontinuities [Cannat, 1993] and thus cannot explain this return to higher magnetizations within the rift mountains near segment centers. The only other plausible explanation for these magnetization
highs at the outer flanks of the axial valley lows is that sections of crust have been transported out of the median valley relatively undisturbed. TOBI side-scan sonar data show abundant evidence for undisturbed terrains between major faults in the median valley flanks that preserve morphologies similar to those seen in the young valley floor.

On the basis of our observations, we propose a cyclic faulting process similar to that described by Ballard and Van Andel [1977] and Macdonald and Luyendyk [1977] for the MAR at 37°N and more recently proposed by Kappel and Ryan [1986] and Tivey and Johnson [1987] for the Juan de Fuca ridge and by Bicknell et al. [1987] for the East Pacific Rise. The basic assumption of this model is that large, unaltered crustal blocks are lifted out of the rift valley by adjacent zones of faulting (Figure 3-7). This process contrasts with models in which the crust acts as a conveyor belt that moves across broad, stationary fault zones within the valley walls, because it predicts that portions of crust travel out of the rift valley tectonically unscathed and therefore magnetically preserved. We suggest that as the crust moves away from the zone of emplacement, it begins faulting and fissuring, which accelerates source destruction at those locations (Figure 3-7). Strain is localized in these zones until they are too distant from the NVZ to accommodate stresses near the ridge axis. At that point, a new zone, closer to the axis, begins failing. Previous studies have suggested that the most likely location for the genesis of this new fault zone is either on the flanks of the volcanic constructional ridge [Ballard and Van Andel, 1977] or within the ridge itself [Kappel and Ryan, 1986; Tivey and Johnson, 1987]. This faulting model predicts an oscillatory pattern of highs and lows for the cross-axis magnetization and areas of intense source destruction flanking the zone of emplacement (Figure 3-7). Yet it does not preclude large sections of unaltered crust from being transported into the rift mountains. This process is what Zonenshain et al. [1989] may have had in mind when they speculated that the relict volcanic ridge in the nodal deep will grow into a new inside corner high and that present-day tectonic activity has shifted to the
Figure 3-7: A sequential depiction of the cyclic faulting model proposed as a mechanism for magnetic source destruction. Bullets mark unaltered sections of crust. As material spreads away from the zone of emplacement (1), the brittle crust begins faulting and fissuring (2), which accelerates source destruction at those locations. Strain is localized in these zones until they can no longer accommodate stresses near the ridge axis, at which point a new zone, closer to the axis begins failing (3 and 4). This faulting model introduces an oscillatory pattern into the magnetization, which exponentially decays as a result of low-temperature alteration. The model predicts areas of intense source destruction flanking the zone of emplacement, yet it allows large sections of relatively unaltered crust to be transported into the rift mountains (5).
intervening basin. Note that this cyclic faulting model is not coupled to any single accretionary process. The faulting process is more likely a function of crustal strength and spreading rate rather than volcanic episodicity. In two dimensions, one might envision this cyclicity manifesting itself as linear magnetic lows flanking the CAMH. Since different parts of the rift valley are not necessarily at the same stage within the faulting cycle, these lows would not always be the same distance from the NVZ.

Recent geologic models of structural processes at slow spreading ridges [Mutter and Karson, 1992; Tucholke and Lin, 1994] have suggested that a combination of detachment faulting and episodic magmatic as well as amagmatic extension is responsible for both the anomalously shallow crust on the inside corner of large discontinuities and the strong heterogeneity of crust off-axis. They propose that a low-angle detachment fault strips the extrusive layer from the inside corner and that during amagmatic periods, lower crust and upper mantle rocks are exposed in a relatively short period of time. The extrusive layer is thought to be the dominant source of magnetic field anomalies. Its possible absence at the inside corner is supported by the extremely weak anomaly pattern observed there in Figure 3-3. Episodic magmatic extension, in conjunction with detachment faulting, may also generate the oscillatory magnetization pattern observed in the deep tow profiles by periodically exposing ultramafics at inside corners and enhancing alteration and crustal thinning at outside corners during periods of tectonic extension. Further studies are needed to determine the extent that these models affect the magnetic signature of crust at slow spreading ridges.

3.5 Conclusions

We have examined four deep tow magnetic profiles obtained by the TOBI system across the ridge axis immediately north of the Kane transform and have studied their implications for the accretion and alteration processes at the MAR. A comparison of these profiles with sea surface data shows that deep tow magnetics offers increased
resolution of the fine-scale magnetic structure in the upper crust. Two features are consistently observed in the inversion solutions: the central anomaly magnetization high and rift valley wall magnetization lows. In conjunction with preliminary analyses of sonar images and camera footage, as well as previous work in this area, we have constrained the volcano-tectonic evolution of oceanic crust in a slow spreading environment:

1. The CAMH accurately marks the zone of most recent crustal emplacement. Although not well resolved in sea surface data, its narrow, peaked nature in the deep tow profiles suggests that accretion is highly focused at the ridge axis. This contradicts previous models that invoke a temporal and spatial variability in crustal emplacement to account for the heterogeneity observed at the MAR.

2. Axial valley walls locate zones of magnetic source destruction due to fissuring and faulting of the upper crust. Associated magnetization lows are not resolved in sea surface data but are clearly recorded in the deep tow profiles. Magnetization highs within the rift mountains suggest that a cyclic faulting process is at work, whereby large, unaltered blocks of crust are lifted out of the rift valley by adjacent zones of faulting.

3. Along-axis variation of the CAMH on the segment scale in this survey may be largely explained by increased Fe and Ti content measured in basalts at segment ends.

4. The exponential magnetization decay constant due to low-temperature alteration has an upper bound of 150 kyr, a value intermediate to those suggested by previous studies. We suggest that the variability observed in the rate of magnetization decay is due to contributions from spatially variable processes, such as along-axis variations in off-axis intrusive accretion.

5. Our observations of fine-scale magnetic structure show that while the emplacement of crust at slow spreading ridges is highly focused, subsequent tectonic disruption and alteration at the rift valley walls degrade the crustal magnetic signal.
and may be the primary reasons for Atlantic magnetic anomaly variability.
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Chapter 4

Seismic analysis of the axial magma chamber reflector along the southern East Pacific Rise from conventional reflection profiling

Abstract

The thickness and internal properties of the magma sill located at the top of the axial magma chamber (AMC) along the southern East Pacific Rise (EPR) have been investigated through a combination of waveform modeling the near-vertical incidence reflections from this body and analysis of reflection amplitude variation as a function of source-receiver offset (or slowness). Our results show that the AMC reflector observed along the southern EPR is best modeled by a thin (<100 m thick) sill of partial melt ($V_s \neq 0$ km/s) sandwiched between higher-velocity material, and that the thickest sills are generally associated with the lowest P and S wave velocities. The comparatively high P wave velocities and nonzero shear wave velocities inferred for this sill indicate that it is filled with partially molten magma which in some locations has a high crystal content. This may have important implications for eruption mechanisms and along-axis mixing of magma at the EPR. There is no simple relationship between morphologic indicators of magma supply (e.g., axial depth or volume) and sill thickness, depth, or velocity. Magma sill properties may be closely tied to the eruption and replenishment cycle of the AMC and thus may vary on a much shorter spatial and temporal scale than axial morphology, which reflects longer-term variations in magma supply to the ridge.
4.1 Introduction

The size and shape of the axial magma chamber (AMC) beneath the fast spreading East Pacific Rise (EPR) have been the subject of recent intense investigation [Detrick et al., 1987; Harding et al., 1989; Toomey et al., 1990; Vera et al., 1990; Kent et al., 1990; Caress et al., 1992; Detrick et al., 1993; Kent et al., 1993, 1994]. These studies have led to a model in which a thin (<200 m), narrow (typically <1 km wide) lens or sill of magma 1–2 km below the seafloor overlies a zone of partial melt in the midcrust that is in turn surrounded by a broader low-velocity volume (5–10 km wide) extending to the base of the crust [Sinton and Detrick, 1992]. Although the magma sill at the roof of this low-velocity body may be volumetrically quite small, it is thought to play a key role in the availability and composition of magma at the rise axis [Sinton and Detrick, 1992]. A clearer understanding of its properties and their variation along axis will provide additional insight into the genesis of oceanic crust.

The existence of a shallow magma sill beneath the EPR is known primarily from seismic reflection data collected along and across the rise axis. A high-amplitude “AMC reflector” from the roof of the AMC has been mapped as a relatively continuous event 1–2 km below the seafloor along large sections of both the northern [Detrick et al., 1987] and southern [Detrick et al., 1993] EPR. The large normal-incidence reflection coefficients (as high as 0.2) associated with this event [Barth et al., 1987; Vera et al., 1990] and its often phase-reversed waveform relative to the seafloor reflection [Barth et al., 1987; Detrick et al., 1987; Vera et al., 1990] are consistent with the large negative impedance contrast expected between magma and overlying crustal rocks. Migration and forward modeling of diffraction hyperbolae in unmigrated cross-axis reflection profiles, generated by the abrupt termination of the sill, indicate a typical sill width of 500–1000 m [Kent et al., 1990, 1993, 1994]. Estimates of the thickness of this body are not well constrained. Tomographic velocity models [Toomey et al., 1990, 1994] and seismic attenuation studies [Wilcock et al., 1992] place an upper limit of 1–2 km on the thickness of any largely molten, midcrustal body beneath the EPR.
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The identification of a second, deeper reflection in waveform studies of the AMC indicates the presence of a thin magma sill with a thickness of only a few hundred meters or less [Harding et al., 1989; Kent et al., 1993; Detrick et al., 1993]. Both the waveform and amplitude of reflections from such a thin magma sill are highly sensitive to small changes in thickness and melt fraction [Kent et al., 1990; Phipps Morgan et al., 1994].

The internal properties (e.g., temperature, crystal content, composition) of this magma sill and their spatial and temporal variation along axis are still poorly known. On the basis of plane wave reflection coefficient modeling of an expanding spread profile (ESP) obtained along the northern EPR at 13°13′N, Harding et al. [1989] inferred the presence of a partially molten magma sill (i.e., \( V_s \neq 0 \) km/s) or a double transition from solid to mush to melt at the roof of the AMC. In contrast, an amplitude variation with offset analysis of the AMC event at 9°30′N led Vera et al. [1990] to suggest the presence of a fully molten magma body (i.e., \( V_s = 0 \) km/s). The variation in amplitude and waveform of the AMC reflector observed along the EPR, including its disappearance along some sections of the ridge, is further evidence that the AMC exhibits spatial and/or temporal variability both in size and melt content.

In this paper, we examine multichannel seismic reflection data to investigate the properties of the AMC reflector along the southern EPR. Through the use of waveform modeling, we show that a thin (<100 m) magma sill is present near the top of the AMC. From the analysis of the variation in reflection amplitude as a function of slowness we demonstrate that this sill is not entirely molten. Our results show that its thickness and crystallinity vary along the ridge in a way that is not simply related to other indicators of magma supply, such as axial depth or volume. We speculate that the properties of the magma sill are closely tied to the eruption and replenishment cycle of the AMC and vary on a much shorter spatial and temporal scale than axial morphology, which reflects the longer-term supply of magma to the ridge.
4.2 Data Collection and Analysis

In 1991, TERA, a two-ship, three-institution multichannel experiment, investigated the seismic structure of the ultrafast spreading East Pacific Rise axis south of the Garrett transform [Detrick et al., 1993; Kent et al., 1994; Mutter et al., 1995]. Data were acquired aboard the R/V Maurice Ewing of the Lamont-Doherty Earth Observatory using a 160-channel, 4-km-long digital streamer with a 25-m group separation. For lines north of 17°20′S the seismic source was a 20-gun, 8385 cubic inch air gun array fired every 20 s, yielding a shot spacing of 50 m and forty-fold coverage for a nominal ship speed of 5 knots (~2.5 m/s). South of this area, port and starboard halves of the array were alternately fired every 10 s, yielding a shot spacing of 25 m and eighty-fold coverage. Common depth point (CDP) reflection data along the northern EPR were collected in 1985 aboard the R/V Conrad using a 48-channel, 2.4-km-long streamer with a 50-m group separation. The shot interval was 20 s, which yielded a 50-m shot spacing and ~24-fold coverage.

Four locations along the southern EPR and one at 9°39′N were chosen for study (Figure 4-1 and Table 4.1). Constant offset stacks (COS) were constructed for each location by summing 50 CDP gathers in time-range (t-x) space to enhance the signal-to-noise ratio and band-pass filtering the traces between 5 and 40 Hz to remove low-frequency strumming of the streamer and spurious high-frequency noise. Data analysis consisted of the construction of common midpoint (CMP) stacks for each area of interest, estimation of the near-offset composite reflection coefficient of the AMC, waveform analysis of the near-offset AMC reflection, slant stacking of each COS into delay time-slowness space (τ-p), and forward modeling the AMC reflection amplitude versus slowness (AVS).

CMP stacks were constructed for each location by applying the appropriate normal moveout (NMO) velocities to the seafloor, layer 2A, and AMC reflections. Seafloor and postcritical reflections near the base of layer 2A were muted at ranges >3200 m to prevent excessive stretching that occurs in this region during the application of
Figure 4-1: Map of the southern EPR. Major segment boundaries are indicated, and gray bands show those portions of ridge which exhibit an AMC reflection in the along-axis CDP data. Numbered arrows indicate those points along the rise axis from which data were extracted and analyzed in this study. Excerpted with permission from Detrick et al. [1993]. Copyright 1993 American Association for the Advancement of Science.
Table 4.1: Summary of Results

<table>
<thead>
<tr>
<th>Location</th>
<th>Line #</th>
<th>CDPs*</th>
<th>Latitude</th>
<th>Longitude</th>
<th>Axial Depth</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>SEPR03</td>
<td>5,330-5,380</td>
<td>19°36'S</td>
<td>113°35'W</td>
<td>2791 m</td>
</tr>
<tr>
<td>2</td>
<td>SEPR09</td>
<td>6,550-6,600</td>
<td>17°33'S</td>
<td>113°14'W</td>
<td>2613 m</td>
</tr>
<tr>
<td>3</td>
<td>SEPR35</td>
<td>6,650-6,700</td>
<td>16°52'S</td>
<td>113°05'W</td>
<td>2629 m</td>
</tr>
<tr>
<td>4</td>
<td>SEPR45</td>
<td>18,950-19,000</td>
<td>14°05'S</td>
<td>112°30'W</td>
<td>2635 m</td>
</tr>
<tr>
<td>5</td>
<td>NEPR41</td>
<td>10,310-10,360</td>
<td>9°39'N</td>
<td>104°16'W</td>
<td>2547 m</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Location</th>
<th>AMC Depth</th>
<th>$R_{AMC}$</th>
<th>$V_p$ (km/s)</th>
<th>$V_s$ (km/s)</th>
<th>Thickness (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>472 ms</td>
<td>-0.26 ± .05</td>
<td>3.50 ± .4</td>
<td>1.15 ± .2</td>
<td>48 ± 10</td>
</tr>
<tr>
<td>2</td>
<td>492 ms</td>
<td>-0.07 ± .05</td>
<td>4.65 ± .4</td>
<td>2.30 ± .3</td>
<td>9 or 32 ± 10</td>
</tr>
<tr>
<td>3</td>
<td>520 ms</td>
<td>-0.23 ± .05</td>
<td>3.75 ± .2</td>
<td>1.50 ± .2</td>
<td>60 ± 10</td>
</tr>
<tr>
<td>4</td>
<td>448 ms</td>
<td>-0.20 ± .05</td>
<td>4.05 ± .5</td>
<td>1.40 ± .5</td>
<td>50 ± 10</td>
</tr>
<tr>
<td>5</td>
<td>624 ms</td>
<td>-0.23 ± .05</td>
<td>3.80 ± .4</td>
<td>1.45 ± .5</td>
<td>82 ± 10</td>
</tr>
</tbody>
</table>

*CDP, common depth point

NMO. Migration was not applied to these low-topography stacked sections.

An estimate of the near-offset AMC reflection coefficient ($R_{AMC}$) is obtained by first treating the seafloor reflectivity as a ratio of amplitudes ($W$) between the seafloor and seafloor multiple event corrected for geometric spreading and water column attenuation:

$$R_{SF} = \frac{-2(W_{SFM})}{W_{SF}} \exp\left(\frac{|\omega|T_w}{2Q_w}\right)$$

(4.1)

AMC reflectivity is then

$$R_{AMC} = \frac{W_{AMC}}{W_{SF}} \frac{R_{SF}}{1 - R_{SF}} \frac{Z_w + Z_c}{Z_w} \exp\left(\frac{|\omega|T_c}{2Q_c}\right)$$

(4.2)

$Z_w$ and $Z_c$ are two-way travel distances, and the exponents are inverses of the intrinsic attenuation associated with the water column and crust, respectively. Attenuation depends on total time spent within each medium ($T$), frictional energy lost per cycle ($Q$) [O'Connell and Budiansky, 1978], and angular frequency ($\omega$). Equation 4.1 assumes the seafloor and AMC roof to be the only interfaces [Brocher and Phinney,
1981). In reality, the upper crust consists of numerous attenuative structures that, if not accounted for, will result in an underestimate of the AMC reflection coefficient. Most of the attenuation occurs within layer 2A, where $Q$ may have values as low as 10 [Wilcock et al., 1992; Christeson et al., 1994b]. We therefore incorporate a 125-m-thick layer 2A with a $Q$ of 15 overlying "normal" crustal material with a $Q$ of 90 into our forward models.

Near-offset AMC waveforms were modeled by a delay time transmission/reflection method that calculates the composite waveform returning from a thin lens of magma [Meissner and Meixner, 1969; Juhlin and Young, 1993]. Reflection coefficients were calculated for plane waves [Aki and Richards, 1980], given the elastic properties of the melt lens and surrounding rock. Delay times were computed as a function of slowness. All intralens multiples and P-to-S conversions were included. Model waveforms were then compared to observed near-offset AMC reflections using the sum of the squared residuals between the waveforms as a fitting parameter.

Transforming data from arrival time-range ($t$-$x$) space into delay time-slowness ($\tau$-$p$) space aids interpretation by reducing each trace to a single plane wave "experiment", thereby separating reflections from different interfaces and unraveling complicated triplications [Kappus et al., 1990]. The quasi-three-dimensional "2-D+" method developed by Chapman [1978] was chosen over the fully three-dimensional HOP technique of Henry, Orcutt, and Parker [Henry et al., 1980] because of its reduced sensitivity to frequency content, aliasing, and range limits [Kappus et al., 1990]. Although computationally similar to the two-dimensional inverse radon transform [Chapman, 1981], it is derived by assuming a three-dimensional, point source geometry.

To test the 2-D+ transform's ability to retain the correct AMC amplitude pattern in a typical along-axis CDP geometry, a synthetic set of $t$-$x$ seismograms for a representative crustal velocity model overlying a molten half-space (Figure 4-2a) was first generated using the enhanced reflectivity method of Kennett [1980, 1983] and transformed into $\tau$-$p$ space (Figure 4-2d). The AMC reflection amplitude was then
Figure 4-2: Analysis of the 2-D+ $\tau$-$p$ transform method for a CDP experimental geometry. Using a modified velocity-depth model for (a) the EPR at 17°09'S [Detrick et al., 1993], an AMC amplitude plot (b) was constructed by generating $\tau$-$p$ seismograms through (c) direct calculation in $\tau$-$p$ space, using the reflectivity method of Kennett [1980, 1983], and (d) transforming a set of synthetically generated $t$-$x$ reflectivity seismograms between 0.263 and 4.263-km range into $\tau$-$p$ space by the 2-D+ method. Parallel curves in the $\tau$-$p$ seismograms outline the window within which the maximum amplitude was calculated. The 2-D+ method is able to reproduce the phase inversion near 0.11 s/km and the rapid amplitude decay toward this slowness.

calculated as a function of slowness and compared (Figure 4-2b) to the theoretical reflection coefficients for the rock/melt interface and the AMC amplitude from seismograms calculated directly (Figure 4-2c) in $\tau$-$p$ space. The transformed data accurately locate the phase inversion at 0.11 s/km and reproduce the falloff in amplitude toward this slowness. The deviation at ray parameters less than 0.05 s/km is attributed to approximations within the transform and the lack of data at small to negative ranges.
Anomalous amplitudes at large slownesses are also generated if data at large ranges are not available. A 4-km streamer can generally record AMC reflections at the EPR out to a slowness of 0.15 s/km, and a 2.4-km streamer can record AMC reflections out to 0.1 s/km. The close correlation between the amplitude curves in Figure 4-2b strongly suggests that the effect of interfaces within the upper crust on the amplitude characteristics of the AMC is negligible and that the AMC event can be studied by modeling the seismic response of the magma sill alone.

Forward models of the AMC event were calculated in the $\tau$-$p$ domain using the enhanced reflectivity method of Kennett [1980, 1983] and then convolved with a source waveform derived from near-offset seafloor reflections in the data. The resulting synthetic seismograms then included the effects of surface interaction in the vicinity of the source and receiver. Models consisted of a solid half-space above and below a magma lens of varying thickness. Model parameters included attenuation properties, compressional and shear wave velocities, density, sill thickness, and host rock properties.

AMC reflection amplitudes were calculated within a window encompassing the corresponding ellipsoidal travel time curves in $\tau$-$p$ space (Figures 4-2c and 4-2d). The largest negative value was calculated instead of a time average within the window so as to minimize the range of slownesses that any crossing event would interfere with the amplitude measurement. By inspection of the stacked data a window length of 0.1 s was sufficient to include all high-amplitude energy associated with the AMC reflection. At every study location along the EPR the AMC reflection amplitude at slownesses less than 0.05 s/km decreases as the energy becomes vertically incident. The cause of this pattern, which is too large to be sea surface ghosting and is opposite to the array response function, is not fully understood at this time. We attempt to correct for this effect by calculating the difference at small slownesses between measured seafloor reflection amplitudes at each location and modeled seafloor amplitudes. This difference is then normalized and applied to the corresponding AMC amplitudes.
4.3 Data

Four data sets collected during the 1991 TERA experiment along the southern EPR [Detrick et al., 1993] were chosen for analysis (Figure 4-1 and Table 4.1). For comparison we have also analyzed data collected at 9°39´N in the 1985 experiment along the northern EPR [Detrick et al., 1987]. Figure 4-3 shows both a COS (or “super-gather”) and CMP stack for each of these areas. The constant offset stacks display the reflected energy associated with each crustal interface as a function of source-receiver offset, while the CMP stacks show the reflections associated with each interface along track and can be used to indicate spatial variation. Figure 4-4 shows each data set transformed into τ-p space and the corresponding amplitude of the AMC reflector as a function of slowness (or ray parameter). The amplitude at the smallest slowness \( p = 0.02 \) s/km has been set to the near-normal incidence composite reflection coefficient \( R_{\text{AMC}} \) determined for that study location using Equation 4.2. This provides a baseline for comparison with model results.

Several sections of rise axis between 19°36´S and 19°34´S on line SEPR03 were initially analyzed, all of which yielded AMC thicknesses within 2 m of each other and exhibited a variation in AMC velocity of less than 0.2 km/s. We therefore show only one data set from this area, that of 19°36´S. Here the rise axis gradually deepens by over 300 m toward the 20.7°S propagator and has a narrower, more triangular cross section than the ridge to the north [Scheirer and Macdonald, 1993]. A very strong AMC reflector, however, is seen at a depth of ~472 ms beneath the seafloor (Figure 4-3a) and can be traced to within 90 km of the propagator [Detrick et al., 1993]. The second study area is a shallow (~2.6 km deep), inflated section of the ridge located at 17°33´S on line SEPR09 (Figure 4-1). Although the rise axis here is significantly shallower than at 19°36´S, the AMC event is slightly deeper (~490 ms) and much weaker in amplitude (Figure 4-3b). Mutter et al. [1995] propose that there has been recent volcanic activity less than 15 km to the north, based on the anomalously shallow depth (<900 m) of the AMC reflector in that region. The third site we
Figure 4-3: Constant offset stacks (COS) and common midpoint (CMP) stacks of (a) SEPR03-19°36′S, (b) SEPR09-17°33′S, (c) SEPR35-16°52′S, (d) SEPR45-14°05′S, and (e) NEPR41-9°39′N. All southern EPR data are plotted at the same amplitude scale. Seafloor reflection (SF), bubble pulses (BP), shallow crustal refraction (2A), midcrustal refraction (2B), and AMC reflection are labeled.
Figure 4-4: The τ-p transformed seismograms and melt lens amplitude versus slowness (AVS) curves for (a) SEPR03-19°36'S, (b) SEPR09-17°33'S, (c) SEPR35-16°52'S, (d) SEPR45-14°05'S, and (e) NEPR41-9°39’N. The events are labeled as in Figure 4-3. Thin curves outline windows within which the maximum negative amplitudes of the AMC event were calculated. All southern EPR τ-p seismograms and all AVS curves are plotted at the same scale.
examined lies at 16°52′S on line SEPR35, south of the 16°25′S overlapping spreading center (Figure 4-1). Southward from this OSC the ridge gradually becomes less narrow and blocky, and a continuous AMC event is observed, becoming quite strong near 16°55′S. The AMC event here is located ~520 ms below the seafloor, which is slightly deeper than at the two previous sites (Figure 4-3c). The northernmost area of interest on the southern EPR is located at 14°05′S on line SEPR45 (Figure 4-1) and lies on another shallow, inflated section of ridge [Scheirer and Macdonald, 1993]. At 450 ms below the seafloor (~1.0 km) the strong AMC event here is the shallowest of the five study locations (Figure 4-3d). The final data set analyzed is from line NEPR41 at 9°39′N on the EPR (Figure 4-1). This area lies at the southern edge of a section of ridge that erupted in 1991 [Haymon et al., 1993], 6 years after these data were acquired. The symmetrically domed rise axis here is the shallowest of the five areas studied, but the strong AMC reflector is the deepest at ~620 ms below the seafloor (Figure 4-3e). By modeling the shape of the AMC waveform only, Kent et al. [1993] predicted a magma sill thickness of 30 m at this location.

All five locations exhibit a strong, coherent AMC reflector, but the waveform of this event at near-normal incidence and its amplitude pattern as a function of slowness differ significantly among study areas. It is these differences that provide information on the variation of magma sill properties. At none of the locations is the waveform of the near-normal incidence AMC reflection clearly phase-reversed with respect to that of the seafloor reflection, as would be expected for a reflection from the top of a low-velocity half-space. Rather, its complicated pattern suggests that it is a composite reflection from multiple, closely spaced reflectors. The amplitude of the AMC reflection at near-normal incidence varies by nearly a factor of 4 between study areas, with the largest value associated with SEPR03–19°36′S and the lowest associated with SEPR09–17°33′S (Figures 4-4a and 4-4b). Differences in the variation of amplitude with slowness are most easily observed between these two end-member cases. The AVS curve from 19°36′S exhibits an extremely high AMC reflection
amplitude at small slownesses but abruptly drops in amplitude to less than one-tenth its near-offset value (Figure 4-4a). In contrast, the AVS curve observed at 17°33'S exhibits a low amplitude at all slownesses (Figure 4-4b). The dip in amplitude at 0.1 s/km in SEPR09–17°33’S is an interference artifact from crossing phases in the τ-p section and is not modeled in this AVS study. The AVS curves at the other three locations are intermediate to these two end-member cases (Figures 4-4c, 4-4d, and 4-4e).

4.4 Modeling and Results

In order to understand the origin of these differences in AMC reflection amplitude and phase behavior we have forward modeled both the near-offset reflected waveforms and AVS curves. All models consist of a thin magma layer sandwiched between two half-spaces (Figure 4-5). Our approach has been to vary the velocity structure of the magma sill and host rock, as well as sill thickness, so as to optimize the fit between the observed and synthetic data. The synthetic data, generated either by reflectivity [Kennett, 1980] or the delay time transmission/reflection method [Meissner and Meixner, 1969], can be conceptually represented as a function of frequency ω and slowness p:

\[
\text{Model}(\omega, p) = S(\omega) \exp\left(\frac{-\omega T(p)}{2Q}\right) R_c(\omega, p) D(p)
\]  

(4.3)

The model seismograms are generated by attenuating the source waveform S by an amount equivalent to propagating through the upper crust to the top of the AMC and back, where \( T \) is total travel time and \( Q \) is the crustal attenuation coefficient. A composite reflection term for the magma sill, \( R_c \), that includes all multiples and wave conversions is applied to the waveform, as is a geometric spreading term \( D(p) \) to account for energy loss with distance. A sum of the squared residuals between the model results and the observations was used to identify parameter values that best fit the data. It was found that waveform modeling provides tight constraints on sill
Figure 4-5: Depiction of the parameter space for both waveform and AVS modeling (see text for discussion).
thickness and $P$ wave velocity, whereas AVS modeling best constrains $S$ wave velocity. In the following sections we discuss model parameter constraints and then summarize the results of modeling the near-vertical incidence waveforms and the AVS curves.

4.4.1 Model Parameters

The response of a magma sill to seismic energy is governed by numerous parameters, including sill thickness, density, compressional and shear wave velocities, and attenuation properties. The analysis methods used in this study model the seismic response of a varying magma lens sandwiched between two half-spaces. Although we show in Figure 4-2d that a realistic upper crustal structure does not cause the characteristics of the AMC reflection to deviate from theory, total attenuation within the upper crust (and water column) must still be considered. Figure 4-5 summarizes not only the range of parameters for the model magma sill and host rock but also displays the characteristics of the upper crust and water column essential to generating a realistically attenuated waveform incident on the magma sill and recorded by the receiver array.

Magma sill thickness values up to 200 m were modeled, as well as the end-member case of a magma half-space. $P$ and $S$ wave velocities within the magma sill were varied independently and assigned values between 2.5–5.5 km/s and 0–2.5 km/s, respectively. This corresponds to the range of velocities measured in the laboratory for basaltic rock between its solid and purely molten state [Murase and McBirney, 1973]. The difference in density between cold (i.e., solid) and fully molten basalt is only $\sim$100 kg/m$^3$ [Murase and McBirney, 1973]. We have therefore included this density difference between the magma sill (2650 kg/m$^3$) and the surrounding rocks (2750 kg/m$^3$).

The crustal velocity immediately above the magma sill is equal to the slope of the event that is created by the convergence of the quasi-hyperbolic AMC reflection and the midcrustal refraction in a constant offset stack (Figure 4-6). Although the
**Wide Aperture Profile—14°10'S**

Figure 4-6: Wide-aperture profile COS from 14°10'S along the EPR. Events are labeled as in Figures 4-3 and 4-4. Horizontal event at ranges past which the layer 2B and AMC events converge shows the velocity immediately above the AMC to be equal to the reduction velocity of 5.6 km/s.

Hydrophone streamers used for this analysis were too short to include this intersection, wide-aperture data from the 14°15'N study area (Figure 4-1) show the AMC lid velocity to be 5.6–5.8 km/s over a 150-km section of ridge (Figure 4-6). A reference value of 5.6 km/s is therefore assigned to the lid velocity at all study locations. This is in agreement with tomographic imaging results from 9°30'N [Toomey et al., 1994] and refraction results at 14°S [Tolstoy et al., 1997] and 17°S [Detrick et al., 1993].

This value, however, is lower than typical midcrustal velocities of 6.1 km/s [Houtz and Ewing, 1976] and lid velocities found at 13°N by Harding et al. [1989]. Models were calculated assuming a velocity of 6.0 km/s in order to assess the effect of higher lid velocities on our results. It was found that this increase in lid velocity predicts a consistently thicker sill by no greater than 4 m and an increase in P wave velocity no greater than 0.25 km/s. The increased lid velocity had little effect on sill shear wave velocity, since this parameter is primarily determined by the shape of AVS curves. Similarly, if the velocity above the magma sill is as low as 4.5 km/s, as suggested by Vera et al. [1990], sill thickness and P wave velocity would be reduced and S wave velocity would remain relatively unchanged. However, the analyses of Harding et al. [1989] and Vera et al. [1990] apply to the northern EPR, a spreading regime that
differs from our study locations. In addition, Vera et al. [1990] assume the AMC event to be only the roof reflection from a purely molten body and invoke a low lid velocity largely to fit recorded travel times. The wide-aperture data available along the southern EPR place a much stronger constraint on the lid velocity (Figure 4-6). In this study, model velocities beneath the sill were varied between 2.8 and 5.6 km/s to include the possibility of a double-step transition to a volume of partial melt. Shear wave velocities outside the sill were assumed to be equal to $V_p/\sqrt{3}$ (i.e., surrounding rock was modeled as a Poisson solid).

Estimates of the near-normal incidence composite reflection coefficient ($R_{AMC}$) are particularly sensitive to seismic attenuation. We have assigned a depth dependence to $Q$ in the crust above the AMC with low values ($Q_p = 15$) in seismic layer 2A and higher values ($Q_p = 90$) in layer 2B. Seismic attenuation in partially molten rock is poorly understood, due in part to the difficulty of making such measurements. Experimental values of $Q_p$ for partially molten basalt range from 6 [Sato et al., 1988, 1989] to 10 [Murase and McBirney, 1973; Sato and Manghnani, 1985; Manghnani et al., 1986], but these measurements were made at high frequencies (>100 kHz) and may overpredict attenuation of lower-frequency (10 Hz) seismic energy. Wilcock et al. [1992] estimate a $Q_p$ of 25-60 and a markedly higher shear wave attenuation (i.e., lower $Q_s$) for the lower crust below the AMC. We have chosen a value of 20 for $Q_p$ within the magma sill, a value intermediate to that predicted for partial and pure melt, and a value of 10 for $Q_s$. For thin sills our results are not especially sensitive to the assumed $Q$ values since the amount of time that seismic energy spends within the sill is quite small.

### 4.4.2 Evidence for a Thin Magma Sill: Waveform Modeling of the Near-Offset Trace

Results from waveform modeling the near-offset trace at three of the study areas are displayed in Figure 4-7. The composite reflection term $R_c$ was calculated by the
Figure 4-7a: Waveform modeling results for SEPR03-19°36’S. (top) The quality of fit between modeled AMC waveforms and the observed data is contoured for a lid and basal velocity of 5.6 km/s as a function of sill thickness and $V_p$. The fitting parameter used for comparison is the sum of the squared residuals, inverted and normalized to '1' so that the quality of fit between the two waveforms is measured by its proximity to unity. (bottom) Model waveforms (thick curves) corresponding to the thickness and $V_p$ values marked by stars in the top panel plotted against the near-offset AMC reflection in the data (thin curves). (left) Effect on the waveform of moving along the best fitting constant-delay ridge in thickness-$V_p$ space. (middle) Effect on the waveform of varying only the sill thickness. (right) Best fitting waveforms at varying basal velocities. Open stars mark the best model unless a lower basal velocity (black arrow) better fits the data. A horizontal dashed line marks the boundary between waveforms from a mush sill and those from a double transition. At all study locations a mush sill fits the data better than a double transition.
method of Meissner and Meixner [1969] and Juhlin and Young [1993] for the slowness value corresponding to the nearest-offset trace \( p = 0.01 \text{ s/km} \), thereby simplifying Equation 4.3. Shear wave velocities were treated as a function of \( V_p \) and were retained in the model solely for their effect on the \( P \) wave reflection coefficient (little shear wave conversion occurs at near-normal incidence, so waveform amplitude is largely independent of sill \( S \) wave velocity). The observed waveform amplitudes were normalized by their calculated near-normal incidence reflection coefficient \( R_{AMC} \) before
Figure 4-7c: Same as Figure 4-7a, except for NEPR41-9°39'N.

being compared with the model waveforms. The addition of amplitude information into the waveform modeling not only provides better constraints on P wave velocities, but it also allows a more accurate estimate of the thickness of very thin magma sills (see bottom middle panel of Figure 4-7b) [Widess, 1973; Kalweit and Wood, 1982].

None of the waveforms calculated assuming a magma half-space beneath the AMC reflector match the observed data (Figure 4-7). Either the observed waveform is phase-shifted with respect to the source (Figures 4-7a and 4-7b), or it exhibits a sec-
ondary pulse arriving later than the primary reflection (Figure 4-7c). The anomalous phase of the AMC event can not be modeled by the reflection from a simple interface nor by a steep gradient zone within the molten body. Only the interference between reflections from two closely spaced interfaces can explain the observed waveforms. In all study locations the observed waveforms are best modeled by reflections from the top and bottom of a magma sill, rather than a double transition to partial melt (bottom right panels of Figure 4-7).

If a normal-polarity basal reflection interferes with the phase-reversed roof reflection, the composite waveform will be phase-shifted by a variable amount depending on the sill thickness and velocities within the sill. This effect can be seen in the observed waveforms shown in Figures 4-7a and 4-7b and is well illustrated by comparing the model curves shown in Figure 4-7b for sill thicknesses of 9, 20, and 50 m with the predicted waveform for no basal reflector. Variations in sill thickness also strongly affect waveform amplitudes. At sill thicknesses less than one-quarter of the dominant wavelength (30–40 m) the basal reflection no longer phase shifts the waveform but begins to destructively interfere with the roof reflection, thereby reducing its total amplitude [Kallweit and Wood, 1982]. This effect can be seen in the model waveforms shown in Figure 4-7b as sill thickness is reduced from 20 to 2 m. At thicknesses greater than one-half the seismic wavelength the delay of the basal reflection is enough to separate it from the roof reflection. In this case the initial pulse is phase-reversed, and a second, positive-polarity pulse appears behind the roof reflection. This pattern can be seen in the observed data from 9°39′N (Figure 4-7c) but does not match the other data sets well (Figures 4-7a and 4-7b). The anomalous phase and complicated waveform of the AMC reflection thus provide strong evidence for the existence of a thin magma sill at the top of the AMC.

The linear features trending toward larger thicknesses and P wave velocities in the fitting parameter surfaces of Figure 4-7 delineate ridges of constant waveform offset. Any change in the waveform along these ridges can only be due to variations.
in amplitude. The primary control on amplitude is $V_p$. It determines the amount of total energy reflecting from the melt lens and the amplitude ratio between the roof and the basal reflection. The effect of variations in $P$ wave velocity on the waveform is shown in the bottom left panels of Figure 4-7.

We have used the dependence of waveform amplitude and phase on sill thickness and $P$ wave velocity to determine the combination of properties that best fit the observed data. Estimated sill thicknesses range from 9 to 82 m and are consistent with previous results at the EPR [Harding et al., 1989; Kent et al., 1993; Detrick et al., 1993]. Sill $P$ wave velocities vary between 3.5 and 4.65 km/s. The thickest sill is at 9°39′N (82 m), while the thinnest is at 17°33′S (9 or 32 m) where there is evidence of recent volcanic activity. At the four sites along the southern EPR, lower $P$ wave velocities are associated with thicker sills.

### 4.4.3 Evidence for Nonzero Shear Wave Velocities: Amplitude Versus Slowness Analysis

The AVS behavior of reflections from a magma sill depends on sill thickness and compressional and shear wave velocities in different ways. The effects of variations in each of these parameters are shown in Figure 4-8. Model seismograms for AVS analysis are generated by the enhanced reflectivity method of Kennett [1980, 1983] in a fashion similar to Equation 4.3. At near-normal incidence the reflection amplitude depends primarily on compressional wave velocity and, because of the basal reflector, on sill thickness (Figures 4-8a and 4-8b). Little conversion to shear motion occurs at these slownesses, making the amplitude largely independent of $S$ wave velocity (Figure 4-8c). Sill thickness influences the reflection amplitude by a complicated pattern of constructive and destructive tuning of the basal reflection to the roof reflection, with vastly different thicknesses producing similar AVS patterns (Figure 4-8a). In contrast, the effect of $P$ wave velocity variations on the AVS curve follows a simple pattern (Figure 4-8b). Decreasing the $P$ wave velocity in the sill not only increases reflection
**Figure 4-8:** Effect of (a) melt lens thickness, (b) $V_p$, and (c) $V_s$ variations on AMC amplitude as a function of slowness. The solid curve in all three panels is a reference model, the parameters of which best fit the SEPR35-16°52'S AVS curve ($V_p = 3.75$ km/s, $V_s = 1.5$ km/s, and $h = 60$ m, with host rock properties of $V_p = 5.6$ km/s and $V_s = 3.23$ km/s).
amplitudes by increasing the impedance contrast across the roof of the sill but also shifts to greater slownesses the point where the reflection event reverses phase and becomes normal polarity (see Figures 4-2c and 4-2d). If the sill $P$ wave velocities are low enough (i.e., if the impedance contrast is high enough), there will be no phase inversion in the AMC reflection at large slowness values.

The shape of the AVS curve is particularly sensitive to the shear wave velocity contrast across the rock/magma interface, since it governs the amount of shear wave conversion. As sill $S$ wave velocity decreases, a proportionally greater amount of reflected energy is converted to shear motion, thereby producing a faster initial falloff in reflection amplitude with increasing slowness (Figure 4-8c). If the $S$ wave velocity is zero within the sill, amplitudes decrease rapidly with increasing slowness but display a diagnostic increase at larger slownesses (Figure 4-8c). The shape of the AVS curve is thus more sensitive to variations in sill $P$ and $S$ wave velocities, whereas AVS analysis provides comparatively weak constraints on sill thickness (Figure 4-8a). We therefore assume that the sill thicknesses inferred from waveform modeling of the near-offset traces are correct and model the observed AVS curves by varying only $V_p$ and $V_s$.

Figure 4-9 contours the quality of fit in $V_p$-$V_s$ space that each model produces with the data and displays the AVS pattern for the best fitting model at the same study locations as in Figure 4-7. None of the observed AVS curves show the diagnostic increase in amplitude at large slownesses expected if the magma sill were purely molten (i.e., if $V_s = 0$ km/s). The choice of lid velocity and crustal attenuation structure does not affect this result, since they do not control the overall shape of the AVS curves. The lowest shear wave velocity (1.15 km/s) is observed at 19°36′S, where the reflection amplitude falls off rapidly to values of less than one-tenth the initial values (Figure 4-9a). The highest shear wave velocity (2.3 km/s) is observed at 17°33′S, where reflection amplitudes remain low at all slownesses (Figure 4-9b). The other three locations, including 9°39′N, exhibit AVS curves and shear wave velocities intermediate between these two extremes (Figures 4-4c, 4-4d, 4-4e and 4-9c).
Figure 4-9a: AVS modeling results for SEPR03-19°36'S. Best fitting thickness in each data set's corresponding waveform study was held constant in AVS modeling. (top) Contoured fitting parameter is the sum of the squared residuals, inverted and normalized to ‘1’. A star marks the best fitting model, and triangles and bullets mark additional models in \( V_S - V_P \) space, the corresponding AVS curves of which (bottom) are compared to that of the data. Those parts of the data AVS curves which are not modeled are plotted with a finer curve thickness.
Figure 4-9b: Same as Figure 4-9a, except for SEPR09-17°33'S. Two thicknesses are examined because waveform modeling was not able to unambiguously determine a single thickness for this location.
Figure 4-9c: Same as Figure 4-9a, except for NEPR41-9°39’N.
4.5 Discussion

We have shown that AMC reflections from the EPR are well modeled by a composite waveform derived from the interference between reflections from the roof and base of a magma sill no thicker than \(\sim 100\) m. The sill is characterized by compressional wave velocities between 3.5 and 4.65 km/s and nonzero shear wave velocities between 1.15 and 2.3 km/s. Along the southern EPR we find that the thickest magma sills are associated with the lowest \(P\) and \(S\) wave velocities (Table 4.1).

The comparatively high \(P\) wave velocities and nonzero shear wave velocities inferred from the amplitude and phase of the AMC reflection suggest that the magma sill found at the roof of the AMC is not entirely molten. The effect of melt on seismic properties is discussed in detail by Schmeling [1985] and Forsyth [1992]. In Figure 4-10 we compare our measurements of \(V_p\) and \(V_s\) in the magma sill with experimental results [after Murase and Mc Birney, 1973] for basaltic magmas. Laboratory results suggest that at temperatures above the basalt solidus, \(V_p\) drops precipitously from \(\sim 5.5\) km/s to values near 2.5 km/s. \(S\) wave velocities remain near 2.5 km/s, then drop rapidly to zero once the \(P\) wave velocity has begun leveling off. Initiation of the \(P\) wave velocity drop is associated with a melt content near 5% [Satō et al., 1989; Forsyth, 1992] at which point melt becomes connected across grain boundaries. The shear wave falloff corresponds to a higher melt content (\(\sim 20\text{--}30\)% ) at which the crystals no longer form an aggregate that is able to support shear stress. One can infer from these results that the magma sill at \(19°36'\)S contains \(>20\)% melt, whereas the one at \(17°33'\)S may contain less than this amount. These experimental values must be interpreted with caution since they were not obtained from gabbroic compositions thought to be representative of the magma sill, nor were they measured under confining pressures appropriate to midcrustal depths using seismic frequencies. However, there is little dispute that a purely molten sill should be characterized by a low \(P\) wave velocity (\(\sim 2.5\) km/s) and a zero shear wave velocity. The higher \(P\) and \(S\) wave velocities inferred for the magma sill at the EPR indicate that it consists of a partially
molten crystal mush. The term "melt lens" often used to describe this feature is thus somewhat of a misnomer. The thicker magma sills (e.g., at 19°36’S and 9°39’N) appear to be largely molten, while the comparatively high P and S wave velocities associated with thinner sills (e.g., 17°33’S) indicate a relatively high crystal content.

A largely crystalline magma sill is in contrast to lavas erupted along the EPR, which typically contain less than 10% crystals in suspension [Sinton and Detrick, 1992]. It is possible that the source of the erupted basalts is a deeper magma reservoir (e.g., the base of the crust). In this case, the crystal content of the sill could be greatly reduced immediately prior to dike injection and eruption by the sudden introduction of melt from this deeper source. The magma sill would then primarily reflect the
cooling residue of the last eruptive event, thereby playing a relatively passive role in the emplacement process. However, it may be possible to erupt largely aphyric lavas from a crystal-rich magma sill without invoking a sudden injection of melt from a deeper reservoir. One such mechanism is that the feeder dike taps a crystal-free layer within the magma sill. The volume of a typical eruption along the EPR has been estimated from submersible evidence to be $5 \times 10^5$ m$^3$ per kilometer of ridge [Gregg et al., 1996]. Given a typical sill width of 750 m and a dike height and width of 1.2 km and 1 m, respectively, this intralens melt layer need be only about 2 m thick to be the source of such a flow. Such a thin melt layer would not be seismically resolvable. Even if the feeder dike taps a uniformly crystal-rich sill, melt may be preferentially squeezed out through the interconnected pore space. Calculations of magma sill compaction assuming simple Poiseuille flow for the high-viscosity crystal matrix and Darcy flow through a porous medium for the interstitial melt show that the melt flux will indeed be much greater than the matrix (crystal) flux, since the compaction length of the crystal matrix (hundreds to thousands of meters [Spiegelman, 1993]) is much greater than either the sill thickness or dike width (J. M. Pringle, personal communication, 1996). These calculations also suggest that without a significant lateral pressure gradient, the high crystal content of the sill will severely inhibit mixing of magma along the rise axis. Although the assumptions in these compaction models break down if eruption volumes approach that of the magma sill or at melt contents that exceed the rigidus [Marsh, 1989; Sinton and Detrick, 1992], they are applicable to typical flow volumes observed at the EPR and magma sills exhibiting a nonzero shear wave velocity.

In Figure 4-11 we compare our determinations of magma sill thickness and velocity with variations in rise crest depth, axial volume, and AMC depth along the southern EPR. Along-axis variations in ridge crest morphology (e.g., depth and axial volume) have been widely interpreted as reflecting along-axis variations in magma supply [Macdonald et al., 1984, 1988; Scheirer and Macdonald, 1993]. Shallow, inflated sec-
Figure 4-11: Sill thickness, $V_p$, and $V_s$ for the four study locations along the southern EPR. These values are plotted against along-axis variations in axial volume [after Scheirer and Macdonald, 1993], axial depth, and AMC depth below the seafloor (E.E. Hooft, personal communication, 1996).
tions of ridge, like those found near 17°S and 14°S, are believed to be magmatically robust, while deeper, narrower sections of ridge (e.g., 19–20°S) are interpreted as having a lower magma budget. One might therefore expect that the magma sill beneath shallow, inflated sections of the rise axis would be thicker and more molten than elsewhere along the ridge. There does not, however, appear to be a simple relationship between morphologic indicators of magma supply and magma sill properties. Of the five sites studied the thickest and most molten sill is located at 19°36'S, where the rise axis is deep and narrow, while the thinnest and most crystalline sill is located at 17°33'S, where the rise axis is very broad and shallow (Figure 4-11). Similarly, there is little correlation between the depth of the magma sill below the seafloor and its thickness or crystallinity, as might be expected if it forms at a depth of neutral buoyancy [Ryan, 1987, 1993]. The magma sills at 19°36'S and 17°33'S have very different properties but lie at nearly the same depth below the seafloor. Also, the thick, largely molten sill at 9°39'N lies nearly 500 m deeper than the thinner, more crystalline magma sills found along parts of the southern EPR.

The lack of correlation between magma sill properties, like thickness and crystallinity, and morphologic indicators of magma supply, may reflect different timescales of variability. Axial morphology presumably reflects a long-term (approximately > 10^3–10^4 years) thermal balance between heat supplied by intrusion of new magma and hydrothermal cooling. A higher magma supply results in hotter, less dense lower crust and upper mantle and a thicker crust, leading to the formation of a shallower, broader ridge [Scheirer and Macdonald, 1993] and a shallower AMC [Hooft and Detrick, 1993]. However, the properties of the magma sill may be much more closely tied to the eruptive cycle, which at these spreading rates may occur on timescales of only 10–10^2 years. Replenishment of the AMC by a new batch of magma may lead to the ponding of more melt at the roof of the AMC, resulting in a thicker, more molten sill. Dike intrusion and eruption will drain off the melt-rich portion of the sill, leaving behind a thin, largely crystalline residue. If this interpretation is correct,
then the thin, largely crystalline magma sill at 17°33´S would represent a residual magma reservoir following the recent eruption of this section of ridge [Mutter et al., 1995], while the thicker, more molten sill at 19°36´S may reflect a replenished AMC, possibly indicating an impending eruption. It may be more than coincidental that a thick, largely molten magma sill was imaged at 9°39´N in 1985 and that the section of ridge immediately to the north of this area subsequently erupted in 1991 [Haymon et al., 1993].

4.6 Conclusions

We have analyzed the AMC event observed in single-ship, multichannel reflection data at selected locations along the EPR in order to constrain the physical properties of the magma body thought to cause this reflection. Although information from wide-aperture seismic studies, such as two-ship wide-aperture profiles (WAPs) and expanding spread profiles (ESP), would increase the accuracy of these results by, for example, better constraining the velocity immediately above the magma sill, these single-ship observations contain enough information on the midcrustal to uppercrustal structure of the rise crest to provide geologically significant constraints on midcrustal magma bodies at the EPR. Four locations along the EPR south of the Garrett fracture zone and one at 9°39´N were studied. The following conclusions are based on both waveform modeling and AVS analysis results at these locations:

1. Waveform modeling of the near-offset AMC reflection requires the existence of a second reflection with a positive impedance contrast below the initial roof reflection (i.e., the existence of a magma sill clearly defined at its roof and base) at the top of the AMC. Neither a melt half-space nor a double transition matches the data well.

2. The magma sill has a thickness of the order of 10–100 m. Greater thicknesses would result in a distinct basal reflection behind the initial AMC event; a feature that is not observed in the data.
3. High $P$ wave velocities and nonzero shear wave velocities indicate that the magma sill is not entirely molten. In general, thicker sills are observed to be more molten than thinner sills, a pattern that may reflect the stage of that section of rise axis within the volcanic cycle of eruption and replenishment.

4. No simple relationship exists between magma sill properties (i.e., thickness, $V_p$, $V_s$) and AMC depth or axial morphology. We argue, however, that AMC variations act on a spatially short and temporally rapid timescale and do not necessarily correlate with the longer-term magma budget of the rise axis.
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Chapter 5

Fine-scale seismic structure of young upper oceanic crust at 17°20´S on the fast spreading East Pacific Rise

5.1 Introduction

Over two decades ago, seismic refraction experiments began providing strong evidence to support the concept of a layered upper ocean crust [Houtz, 1976; Houtz and Ewing, 1976]. Since that time, numerous seismic experiments along the fast-spreading East Pacific Rise (EPR) have combined to make it the most extensively studied ridge in the world. They include refraction experiments (ROSE [Bratt and Purdy, 1984; Ewing and Purdy, 1982; Purdy, 1982; Fischer and Purdy, 1986], MAGMA [McClain et al., 1985], EXCO [Greve meyer and Weigel, 1997; Grevemeyer et al., 1997] and tomographic studies [Burnett et al., 1989; Toomey et al., 1990; Caress et al., 1992; Toomey et al., 1994]), single-ship multichannel seisms (MCS) [Detrick et al., 1993; Harding et al., 1993; Kent et al., 1994; Carbotte et al., 1997; Hooft et al., 1997a], two-ship wide aperture profiles (WAP) [Vera and Diebold, 1994; Kappus et al., 1995], two-ship expanding spread profiles (ESP) [Harding et al., 1989; Vera et al., 1990], and, more recently, on-bottom seisms [Christeson et al., 1992, 1996]. In combination,
these methods have been a powerful tool in our effort to understand the structure of upper oceanic crust.

Since the majority of seismic experiments have focused on the EPR, the standard model of upper crustal structure is biased toward fast spreading centers. This model consists of two layers: a low-velocity layer 2A (3-4 km/s), overlying a higher velocity \(5.2 \pm 0.4\) km/s layer 2B [Houtz, 1976; Houtz and Ewing, 1976]. The transition between these two seismic intervals is often a simple gradient [Harding et al., 1989; Kappus et al., 1995; Tolstoy et al., 1997], but can be more complicated [Vera et al., 1990; Detrick et al., 1993; Christeson et al., 1994a]. The thickness and internal structure of these two layers, and the transition between them, are a direct result of mid-ocean ridge processes, and have important implications for the emplacement and maturation of volcanically constructed crust.

The origin of the layer 2A/2B transition is still a subject of debate. It has previously been interpreted as a porosity horizon within the extrusive section. The primary evidence that supports this interpretation is from Deep Sea Drilling Project/Ocean Drilling Program (DSDP/ODP) Hole 504B, where changes in seismic velocity and attenuation transition are associated with a reduction in bulk porosity of the extrusive section [Becker et al., 1989; Wilcock et al., 1992]. Alternatively, the layer 2A/2B boundary may represent the downward transition from extrusive basalts to sheeted dikes. This has become the preferred interpretation of most recent seismic studies [Herron, 1982; Toomey et al., 1990; Christeson et al., 1992, 1994a, 1996; Harding et al., 1993; Kent et al., 1994; Vera and Diebold, 1994; Kappus et al., 1995; Hooft et al., 1996], and is supported by submersible observations of exposed crustal sections [e.g., Francheteau et al., 1990], ophiolite studies [Nicolas, 1989], and models of extrusive emplacement [e.g., Cann, 1974]. However, a porosity boundary and lithological transition need not be mutually exclusive, and may actually be coincident near the ridge axis [Harding et al., 1993].

Seismic layer 2A is observed to thicken two to threefold within 1–4 km of the
rise axis \cite{Harding1993, Kent1994, Carbotte1997}, and then gradually thin with age \cite{Houtz1976, Becker1989}. This thickening profile is accompanied by an increase in basement velocity from \( \sim 2.5 \) km/s at the rise axis to \( \sim 5 \) km/s in crust 10 Myr old or greater. The initial off-axis thickening has previously been attributed to the downward propagation of fractures \cite{McClain1985}. However, accumulating evidence suggests that layer 2A is built up by successive eruptions both on-axis \cite{Toomey1990, Vera1994, Hooft1996} and off-axis \cite{Macdonald1989}, coupled with subsidence of the sheeted dikes \cite{Cann1974, Kidd1977, Dewey1977, Toomey1990, Christeson1996}. The long-term thinning of layer 2A has often been attributed to a decrease in upper crustal porosity \cite{Hyndman1976, Schreiber1976, Fox1981, McClain1985, Purdy1987, Burnett1989, Caress1992, Vera1990}, mainly due to crack closure and precipitation of hydrothermal minerals. Hydrothermal cementation is also the favored interpretation for the off-axis increase in seismic velocity within the extrusive crust \cite{Wilkens1991, Grevemeyer1997}.

Individually, no current seismic method is ideal for studying the shallow structure of oceanic crust. Although well-suited to analyzing gross crustal properties, conventional refraction experiments with surface sources lack spatial resolution in the uppermost kilometer, especially far from the on-bottom recording instruments, where energy turning in the shallow depths is not recorded. They also suffer from a non-common depth point (CDP) geometry in that the source-receiver midpoint changes (and rays sample different depths) as the source ship steams along the refraction line. The CDP geometry and large source-receiver offsets of ESPs make them ideal for resolving crustal velocity structure, but only at one point. WAPs, although more limited in source-receiver aperture, are better suited to acquire velocity information in a spatially continuous fashion. However, the effectiveness of two-ship studies, like all sea-surface methods in deep water (including single-ship MCS and conventional
refraction studies), is degraded by a seafloor reflection that can mask energy turning within the upper crust. They are also costly, and have therefore been performed at only a few locations. By placing both source and receiver near the seafloor, on-bottom seismics effectively remove the interference of the water wave, and allow crustal refractions to be recorded within a much shorter source-receiver offset. Yet, these benefits come at the cost of difficult logistics, a non-CDP geometry and sparse coverage (equal to the number of on-bottom receivers). Consequently, few on-bottom seismic experiments have been performed. Through their single-ship, CDP geometry, conventional multichannel studies are a cost-effective means of imaging the upper crust in a continuous fashion. Depending on water depth, however, this method's limited source-receiver aperture (generally 4 km or less) often fails to include refracted energy turning within the shallowest crust [Harding et al., 1993; Carbotte et al., 1997]. As a result, it has historically been used to generate seismic "reflectivity" images of the subseafloor structure, but rarely to study crustal velocities.

In this study, we perform a semi-automated waveform inversion on conventional reflection data acquired between 17°18′S and 17°36′S on the East Pacific Rise. The goals of this study are two-fold. We wish to test the ability of single-ship multichannel data to provide detailed velocity information about extrusive crust in the near-ridge environment, where the seafloor is shallow enough to bring upper crustal refractions within the aperture of the multichannel streamer. Our second goal is to map the internal structure of the upper crust, including the geometry of layer 2A, both on- and off-axis. By constructing a detailed and continuous map of upper crustal structure at several ages, we not only hope to chart the development of the extrusive crust, but also to discriminate between the various geological interpretations presented above. After introducing the study area in the following section, we present the reflection data and discuss how changes in upper crustal structure affect the layer 2A and 2B seismic events. We then outline the genetic algorithm-based approach used to invert the reflection data for upper crustal velocity structure. Finally, we present the results
of these inversions in the form of cross-sectional and map views of the upper crust, and discuss their implications for the temporal and spatial distribution of processes affecting the extrusive section.

5.1.1 The Study Area

The East Pacific Rise between 17°S and 17°40′S is part of a 1150 km section of ridge between the Garrett transform and Easter microplate that is interrupted only by non-transform offsets [Lonsdale, 1989]. This area has been extensively mapped [Scheirer et al., 1996], and was the focus of two submersible dive programs [Renard et al., 1985; Auzende et al., 1996], a detailed seismic refraction/reflection survey (TERA) [Detrick et al., 1993], and the Mantle ELectromagnetic and Tomographic (MELT) experiment [Forsyth and Chave, 1994]. Plate motion models and magnetic anomaly picks predict this region to be spreading asymmetrically at 151–162 mm/yr full-rate [Naar and Hey, 1989; DeMets et al., 1990]—among the fastest spreading rates in the world. The rise axis in this region is quite linear and varies in depth by less than 50 m. Two small ridge-axis discontinuities are distinguished in Figure 5-1 by bathymetric lows at 17°05′S and 17°40′S. They belong to a series of small (<5 km), left-stepping non-transform offsets extending from the Garrett transform to the large right-stepping OSC at 20.7°S [Lonsdale, 1989]. Based on magnetic and side-scan sonar data, Cormier and Macdonald [1994] propose that the total offset across this stairstep pattern was initially accommodated by a large discontinuity between 17° and 17°30′S, and that it was redistributed by a substantial replenishment of the magma reservoir during the past 1 Myr.

The Garrett-Easter ridge system reaches its shallowest, most inflated points at 17°27′S and 17°09′S, both within this study area. These features indicate that this section of the EPR is magmatically robust, a result of enhanced melt generation in the upper mantle [Macdonald and Fox, 1988; Haymon et al., 1991; Scheirer and Macdonald, 1993]. Submersible dives show that the rise crest is largely unfaulted,
Figure 5-1: Bathymetric map of the 17°20'S study area [after Scheirer et al., 1998] on the EPR (triangle in inset). Contour interval is 100 m, except at the rise axis, where it is 50 m. Upper crustal structure was analyzed along 21-km segments (black) of the five labeled seismic lines: one on-axis, and two on each side in 42- and 85-ky-old crust. Cross-axis line SEPR27 bisects the examined line segments and is discussed later. Stars locate the supergathers shown in later figures, and arrows show the direction each profile was acquired. Selected rise-axis discontinuities are labeled in the inset.
hydrothermally active, and intermittently contains an axial summit depression up to 50 m deep and 100 m wide [Renard et al., 1985; Auzende et al., 1996]. By comparing recent submersible observations [Haymon et al., 1993] and rock analyses [Sinton et al., 1993] with their own, Auzende et al. [1996] suggest that the shallow rise axis at 17°27'S may have erupted only a few months to years prior to their dive program in 1993. This interpretation is consistent with seismic data, which image a locally thin (<10 m), crystal-rich (i.e., melt depleted) magma sill [Hussenoeder et al., 1996a] that shoals by over 200 m beneath this region to within 800 m of the seafloor [Detrick et al., 1993; Mutter et al., 1995].

Hooft et al. [1997a] and Carbotte et al. [1997] have previously examined the geometry of layer 2A in this area using conventionally processed reflection profiles. Both document a significant, yet variable, off-axis thickening of layer 2A, but they disagree on the absolute depths of this horizon, especially on-axis. Carbotte et al. [1997] also document a variability in the width of the extrusive accumulation zone (2.9–7.4 km), with the broadest area of volcanic emplacement overlying the magma sill at its shallowest point. In contrast to these studies, we examine selected lines along, and parallel to, the rise crest. Our approach offers less cross-axis resolution, but yields detailed information on both the velocity and reflectivity structure along the profiles and in depth.

5.2 Data Collection and Analysis

As part of the 1991 TERA experiment, multichannel seismic data were collected in this region both on- and off-axis. Reflection data from the single-ship component of the survey were acquired by the R/V Maurice Ewing’s 160-channel, 4-km-long digital streamer. The seismic source was generated by port and starboard halves of a 20-gun, 8385-cubic-inch airgun array, alternately firing every 10 s to yield a 25 m shot spacing and eighty-fold coverage.
Five profiles in this study area were chosen for a detailed velocity analysis of the upper crust: one along-axis, and lines along 42- and 85-ky-old crust on either side of the spreading center (3 and 6 km off-axis, respectively). Only lines following the morphotectonic grain were chosen for analysis, since bathymetric and subsurface variations are less extreme in this direction. Data gathers from these lines exhibit energy turning beneath layer 2A in front of the seafloor reflector at large ranges, and were chosen for this reason (see Fig. 5-2). Constant offset stacks (COS), or supergathers, were constructed by summing 80 CDP gathers to enhance the signal to noise ratio. Traces were band-pass filtered between 5 and 40 Hz to remove the low-frequency strumming of the streamer and spurious high-frequency noise. Twenty-one supergathers (SG) were constructed in this fashion at 1 km intervals along each of the five seismic profiles, generating a 105-point grid in map view centered on the rise axis at 17°24’S. A velocity analysis was performed at each grid location. Figure 5-2 displays a representative supergather from each line.

Figure 5-3 shows a synthetic 1-D model for young upper oceanic crust at a fast spreading center and the associated arrivals that are identifiable in the data (Fig. 5-2). We define layer 2A to be both the surficial low-velocity layer and the underlying high-gradient transition. This is consistent with earlier definitions of layer 2A, and correlates well with CDP sections, in which the layer 2A event is generated by energy turning at the base of the velocity gradient. This gradient layer bends energy back toward the source, generating a triplication in arrival times and concentrating energy into a high-amplitude arrival at the caustic (Fig. 5-3b,c). The location and character of these events is highly dependent on the water depth, the velocity and thickness of layer 2A, the gradient zone and layer 2B, as well as the presence of secondary structures. For example, a deeper seafloor would shift arrivals to greater times and farther ranges, since energy at equivalent incidence angles would travel farther vertically and horizontally. A thickening of the surficial low-velocity layer would produce a similar result, but only for the gradient and layer 2B events. Differences in these two pa-
Figure 5-2: Representative supergathers for a) SEPR13, 6 km west of the rise axis, b) SEPR14, 3 km west, c) SEPR17, along-axis, d) SEPR15, 3 km east, and e) SEPR16, 6 km east. All data are plotted at the same amplitude scale. The 2A and 2B events are outlined by white and black curves, respectively. Synthetic seismograms were compared to the data only within these windows. Note how the increased time delay of the layer 2A event off-axis and the greater water depth causes the layer 2B event to cross the seafloor reflection at larger ranges. No 2B energy was recorded prior to the seafloor reflection (SF) in a).
Figure 5-3: a) Canonical P-wave velocity model for young oceanic crust in which a low-velocity volcanic layer (2A) overlies a steep velocity transition (also 2A) to a higher velocity dike section (2B), b) corresponding ray diagram, and c) travel time curves for a shot gather geometry (equivalent to a CDP geometry when velocity structure is 1-D). Energy traveling through the uppermost layer (white), the radiative zone (thick black), and layer 2B (dashed) generates a distinct triplication pattern. A thick vertical line represents the maximum source-receiver distance in the data. Rays are plotted at equal slowness increments to show the increased ray density (i.e., focused energy) near the caustic at 2.15 km range.
rameters account for most of the variation between the supergathers in Figure 5-2. An increase in crustal seismic velocity would produce the opposite effect by bending energy closer to the source and lessening the time spent within the crust. Refractions provide excellent constraints on seismic velocities, since the inverse slope of a refracted arrival represents the velocity at that ray’s turning point (note the curved gradient arrival and linear prograde arrivals in Figure 5-3c).

This study takes advantage of both the common depth point geometry and continuous mapping that single-ship MCS data offer. By constructing data gathers that record energy turning at a single midpoint, we drastically reduce the lateral extent over which the crust is sampled, thereby allowing each study site to be better approximated by a model varying only with depth. In Figure 5-3b, for example, energy turning at the base of layer 2A (the primary focus of this study) and recorded by a 4-km streamer laterally samples 1.1 km of the transition zone in a shot gather geometry, whereas only 0.2 km is sampled in CDP mode. CDP sorting equivalently reduces the amount of seafloor this event samples. For the end-member case of a velocity discontinuity, a CDP gather would sample the transition only at a single point. Although stacking adjacent gathers over a 1-km interval (80 CDPs) slightly degrades our assumption of one-dimensionality, the spatial averaging (<2 km) is small enough that the overlap in ray coverage between grid locations is less than 50%.

Our analysis method is essentially an iterative pre-stack velocity inversion, whereby synthetic seismograms are calculated from model velocity functions and compared to the data. Performing our inversions in the pre-stack domain has several advantages over conventional post-stack velocity analyses. Both Harding et al. [1993] and Carbotte et al. [1997] caution that conventional CDP processing methods do not guarantee the successful imaging of upper crustal structure. One source of error is the use of stacking velocities, which assume that all events, including refracted energy, follow hyperbolic reflection trajectories. The common use of geologically approximate velocity models, not constrained by the CDP data, to convert the resultant seismic
profiles from two-way travel time to depth also results in the possible mislocation of important structures. No conversion to depth is necessary following pre-stack velocity analysis. The output velocity model is already a continuous depth representation of reflectivity (or impedance contrast). In addition, the success of conventional velocity analysis methods depends on the existence of multiple reflectors, a trait oceanic crust seldom exhibits. Waveform inversion not only models velocity discontinuities and gradients, but also uses both travel time and waveform information to provide a higher degree of resolution. Modeling refraction triplications is a highly nonlinear problem. For this reason, and to eliminate human errors associated with hand-picking events, we automate this process through the use of a genetic algorithm.

The genetic algorithm (GA) was employed to search velocity-depth model space and construct new velocity models at each successive iteration. For a discussion on its specific implementation, see Appendix A. Synthetic seismograms were computed using the WKBJ method [Chapman, 1978], and convolved with a source waveform. In the absence of a recorded far-field waveform, our source was derived from stacking the near-offset seafloor reflections of all on- and off-axis supergathers. The resulting WKBJ synthetic seismograms then included the effects of surface interaction near the source and receiver. Synthetics were compared to the data seismograms only within two windows surrounding energy emanating from the upper crust (Fig. 5-2): the layer 2A event, which represents energy being turned by the high-gradient 2A/2B boundary; and the layer 2B event, which records energy turning within the low-gradient layer directly below this boundary. Energy turning in the surficial low-velocity layer generally falls outside the 4-km aperture of the hydrophone streamer (Fig. 5-3). Yet, the velocity structure of this layer is still resolvable, since all energy turning below this section must also travel through it.
5.3 Results

The analysis of all five profiles was begun by choosing a supergather that exhibits a clearly defined layer 2A and 2B event. A reasonable starting model was constructed for this location by hand-fitting the travel times generated by a four-node velocity-depth function (such as in Fig. 5-3). After applying the GA to this supergather, the mean final model was treated as the mean starting model for the two adjacent locations. This process was repeated until the ends of the profile were reached. Depths greater than 1 km below the seafloor were not included in our models, since refractions sampling those levels generally return to the sea surface outside the streamer aperture (Fig. 5-3). Table 5.1 summarizes our inversion results.

5.3.1 Along-Axis Profile: SEPR17

After a careful examination of the data, supergather 5 was chosen to be our on-axis starting location. Hand-fitting the travel times in this gather resulted in a starting model composed of a 150-m-thick, low-velocity layer (2.1-2.2 km/s) overlying a single, 50-m-thick transition to a layer 2B velocity of 5.4 km/s. The analysis of this line was then automated by the GA-driven waveform inversion. Our results show that, although our simple input model correctly predicts the velocities within each layer, the character of the 2A/2B transition is more complicated than a single gradient (Figs. 5-4 & 5-5). At every point along line SEPR17, the best fitting models are those that include two velocity transitions separated by a zone of moderate velocity increase. These velocity-depth functions illustrate the GA’s ability to find solutions far from the starting model.

The shallowest crust along this section is generally characterized by a uniform, 70 to 100-m-thick low-velocity interval overlying an extremely steep gradient. Energy turning within the surficial layer falls outside the streamer aperture (Fig. 5-3, due to its low velocity, shallow vertical velocity gradient and the water depth. Its
Table 5.1: Summary of Inversion Results

<table>
<thead>
<tr>
<th></th>
<th>On-Axis†</th>
<th>3 km Off-Axis (west)</th>
<th>3 km Off-Axis (East)</th>
<th>6 km Off-Axis (west)</th>
<th>6 km Off-Axis (East)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2A Thickness* (m)</td>
<td>93 ± 11</td>
<td>358 ± 64</td>
<td>411 ± 72</td>
<td>392 ± 45</td>
<td>323 ± 62</td>
</tr>
<tr>
<td>Extrusive Velocity† (km/s)</td>
<td>2.26 ± .08</td>
<td>2.66 ± .18</td>
<td>2.86 ± .20</td>
<td>2.75 ± .20</td>
<td>2.58 ± .10</td>
</tr>
<tr>
<td>Max. Transition Zone Gradient (s⁻¹)</td>
<td>121 ± 50</td>
<td>57 ± 28</td>
<td>53 ± 21</td>
<td>19 ± 15</td>
<td>43 ± 21</td>
</tr>
</tbody>
</table>

* Depth to 4 km/s
† Upper 50 meters
‡ Two values refer to upper and lower transition
Figure 5-4: (previous page) Seismic cross-section of the along axis profile, SEPR17. (top) Contoured seismic velocity in the upper 500 meters obtained by the GA at 1 km intervals. Contour lines are keyed to their respective velocities in the colorbar. A star (see Figure 5-1) marks the location of the representative supergather shown in Figure 5-2c. A dashed line marks the base of layer 2A from picking the travel times of conventionally processed along-axis seismic profiles [E. E. E. Hooft, unpublished data]. These picks were converted to depth in this study by using the corresponding velocity-depth functions obtained by the GA. Symbols represent published layer 2A thicknesses from similarly picking five cross-axis seismic profiles. Squares are from Carbotte et al. [1997]; diamonds are from Hooft et al. [1997a]. (center) A sampling of the mean final velocity-depth functions (Eq. A.11) that make up the upper panel. Models at evenly numbered distances along the profile are shown versus depth below seafloor (alternating grey and black for clarity). (bottom) Grey-shaded velocity gradients within the uppermost crust. The symbols, dashed line and spatial scale are the same as in the upper panel. Note the nearly uniform thickness of low-velocity crust overlying a 150 to 250-m-thick section of moderate velocity gradients, beneath which a second jump in velocity often occurs (e.g., at 2, 14, 16 and 18 km).

Figure 5-5: (next page) GA waveform inversion results for the on-axis supergather 14, shown in Figure 5-2c and marked by a star in Figures 5-1 and 5-4. a) Waveform comparison between the best fitting model (thick traces) and the data (thin traces). Every fourth trace within the 2A and 2B windows is shown, since only these were used in calculating the misfit for all on-axis supergathers. Synthetic traces are shifted for optimal fit in the lower plot, with the row of numbers (zeros in this case) corresponding to the number of samples shifted. A thick vertical line separates the layer 2A and 2B events. Note the small misfit (μ = 14.1, see Appendix A.2). b) Travel time curves for the mean final model, superimposed on the data seismograms. The layer 2A and 2B windows are shaded grey. c) Mean final (thick line) and best (thin line) velocity model for this location. The two standard deviation error bound is shaded grey. The increased uncertainty with depth is partly a result of model parameterization. Note the models' double-step character, which manifests itself as a small triplcation in the travel times of refracted energy crossing the seafloor reflection.
a) SEPR17 Supergather 14: Trace Comparison with Best Model (Unshifted) [ϕ=14.092]

b) Mean Final Model Travel Times

c) Mean Final and Best Model
fine-scale structure is therefore not constrained by the data. However, the average velocity and remarkably uniform thickness of this layer is well-constrained, because it controls where the retrograde branch from the underlying transition zone re-enters the streamer aperture. The transition spans 2 km/s within only a few tens of meters. Gradients above 100 s\(^{-1}\) are reached in a majority of locations, but are concentrated near the center and southern end of the profile. The short depth interval over which this transition occurs is constrained by the shallow curvature of the retrograde 2A branch, and its extension back to near-offset traces—both indicators of sharply refracted energy (Figs. 5-2c & 5-3).

Beneath this feature lies a 150 to 210-m-thick region of moderate velocity increase (~2 s\(^{-1}\)), overlying a second, smaller velocity jump. This pattern is manifested to varying degrees along this profile, with remarkably sharp transitions predicted for supergathers 1–2 and 14–19. By examining in detail the modeling results from one of these locations (Fig. 5-5), it is evident that the double-step structure produces a small triplication of travel times between the main caustic (behind the seafloor reflection) and the 2B branch. This solution is made possible by the GA’s ability to simultaneously model both amplitude and travel times. The triplication is necessary to connect the amplitude-constrained location of the main caustic to the 2B branch, and still match the slope of this pre-seafloor arrival. The greater the mismatch between the caustic and the backward projection of the 2B branch, the greater the velocity jump necessary to generate the correct triplication. Figure 5-5 illustrates how the single-gradient model is modified to produce an excellent fit to the data in amplitude, travel time and waveform. Part of the energy from this transition to layer 2B velocities is masked by the seafloor reflection. As a result, the error bound for the lower transition is significantly higher than for the upper gradient.

Layer 2B velocities near 5.4 km/s are reached within 240–380 meters of the seafloor, below which the crust remains relatively uniform in velocity. For the same reasons as for the surficial low-velocity layer, the detailed structure of this layer’s
lower portion is unconstrained by the data. However, no events generated by velocity jumps within this interval are evident. Energy from such features would be bent back within the aperture of the streamer and detected as high-amplitude events. Seismic evidence for a high-velocity conductive lid overlying the axial magma chamber (AMC) has been recorded in wider aperture data [Vera et al., 1990; Tolstoy et al., 1997; Singh et al., 1998]. We therefore suggest that the relatively uniform velocities observed in the top portion of layer 2B may extend down to the conductive lid above the AMC.

5.3.2 3 km Off-Axis: SEPR14 & SEPR15

Lines SEPR14 and SEPR15 image ~42-kyr-old crust. The starting supergather for these lines was located at 3 and 10 km along their lengths, respectively. Hand-modeling yielded a single-gradient model at both starting points, with a depth to the transition significantly deeper than on-axis. The solutions obtained by the automated inversion retain the single-gradient structure, but vary the depth and sharpness of the transition considerably (Figs. 5-6 & 5-8).

Velocities within the uppermost layer are consistently 0.3–0.5 km/s higher 3 km off-axis than along the rise crest. This change is manifested in the data by a reduction in slope of the retrograde 2A branch at large offsets (Figs. 5-7b & 5-9b). The increased travel times that would be associated with this thickening section are initially offset by its higher velocities, and become evident only as the caustic is approached. With few exceptions, the caustic along lines SEPR14 and SEPR15 is located at farther ranges than it is on-axis. This indicates that the 2A/2B velocity transition is more gradual. Maximum gradients typically approach 50–60 s⁻¹. The increased distance between the caustic and the seafloor event reflects the significant off-axis deepening of the 2A/2B transition. This transition commonly occurs 300–400 meters below the seafloor, and overlies a relatively uniform layer 2B. Velocities in this layer are constrained by slope of the 2B event to gradually approach 5.6 km/s, slightly faster than at the rise axis.
Figure 5-6: Same as Figure 5-4, except for the profile 3 km west of rise axis: SEPR14. The profile corresponds to 42-ky-old crust and is plotted to ~700 meters below seafloor. The star marks the location of the supergather shown in Figure 5-2b. In this profile, as in all off-axis profiles, a single high-velocity gradient is sandwiched between two zones of nearly constant velocity. This transition is significantly deeper and generally thicker than the upper velocity jump in the along-axis profile of Figure 5-4. Gaps exist (grey bars) where the data were not reliable enough to accurately construct a velocity model.
a) SEPR14 Supergather 3: Trace Comparison with Best Model (Unshifted) [$\theta=26.655$]

b) Mean Final Model Travel Times

c) Mean Final and Best Model
Mean final models for line SEPR15 fit the data better than those for SEPR14, but the misfits along both are consistently higher than for on-axis profile SEPR17. Consequently, the error bounds surrounding the mean final models are larger (compare Figs. 5-5, 5-7 & 5-9). The decrease in fit off-axis is likely to be caused by out-of-plane energy (not modeled by the inversion process) partially interfering with the windowed events. Off-axis, the tectonic fabric is more pronounced, and the seafloor and 2A/2B boundaries are no longer at a depth minimum directly beneath the ship. Another possible source of higher misfits is the increased intrinsic attenuation ($Q$) associated with a thicker extrusive section. Attenuation is not included in the WKBJ forward calculation. Recent studies at the EPR estimate extremely low $Q$-values within the extrusives ($11 \leq Q_p \leq 22$) [Christeson et al., 1994b], and an increased attenuation slightly off-axis, due to in-situ hydrothermal processes [Wilcock et al., 1992]. Intrinsic attenuation is frequency dependent. A thicker, possibly more attenuative, off-axis volcanic section would return longer period events with a more limited frequency content, as evidenced by Figures 5-7a and 5-9a.

5.3.3 6 km Off-Axis: SEPR13 & SEPR16

The analysis of lines SEPR13 and SEPR16 began with a single-gradient input model at the 13 and 15 km mark, respectively. The analysis results are shown in Figures 5-10 through 5-13. The inversions yield a distinct difference between these profiles in that the average extrusive velocity and layer 2A thickness is greater to the east of
Figure 5-8: Same as Figure 5-6, except for the profile 3 km East of rise axis: SEPR15. The star marks the location of the supergather shown in Figure 5-2d.
Figure 5-9: Same as Figure 5-7, except for the 3 km off-axis supergather 10, shown in Figure 5-2d and marked by a star in Figures 5-1 and 5-8. The misfit of the best fitting model is low, and it correlates well with the data.
the rise crest than to the west. Crustal age along these profiles is ~85 kyr.

High extrusive velocities along SEPR16 are constrained not only by the long-range character of the 2A retrograde branch, but also by the appearance of the prograde 2A event within the data aperture (e.g., Fig. 5-13b). This event records energy turning immediately beneath the seafloor. Figure 5-13 illustrates how the interference of this event with the 2B branch slightly modulates the amplitude and period of waveforms in front of the seafloor reflection. Only along line SEPR16, and a small portion of SEPR13, are the seafloor velocities high enough to be directly and unambiguously recorded in the data. With the exception of the southern half of SEPR13, both lines reflect additional thickening of the low-velocity layer between 3 and 6 km off-axis. The velocity transition lies at a relatively uniform depth along SEPR16, whereas line SEPR13 exhibits an almost bimodal character, with shallow depths to the south. Although gradients within the transition zone remain relatively high along both profiles, a slight decrease is resolved between 3 and 6 km to the East. Velocities in layer 2B increase to 5.8 km/s—0.2 km/s higher than the near-axis profiles, and 0.4 km/s higher than on-axis.

In addition to along-axis variations, cross-axis trends in upper crustal structure can be examined by combining the results from all five profiles. When making such a comparison across horizons of varying depth and structure, it is important to objectively define the crustal measures to be examined. By imposing as few preconceived notions as possible about the geology in our analysis, we hope to generate an unbiased picture of the shallow crustal structure in this region. Figure 5-14 is a contoured map view of the extrusive velocities in our 6 × 20 km study area. Each datum is the mean velocity across the upper 50 m, and thereby includes only material within the low-velocity layer, regardless of location. The off-axis increase in velocity is clearly shown, as is the apparent cessation of this trend to the west. Along-axis, the extrusives velocities become distinctly faster to the north. This trend is not reflected along the flanks of the rise crest, which exhibit a rather uniform pattern to the east and a
Figure 5-10: Same as Figure 5-8, except for the profile 6 km west of rise axis: SEPR13. The profile corresponds to 85-ky-old crust and is plotted to ~800 meters depth. The star marks the location of the supergather shown in Figure 5-2a. Squares and diamonds in the upper and lower panel represent the off-axis picks for the base of layer 2A from Carbotte et al. [1997] and Hooft et al. [1997a], respectively. The transition zone is deeper in this profile than in both the along-axis (Figure 5-4) and 3 km off-axis (Figs. 5-6 & 5-8) profiles.
Figure 5-11: Same as Figure 5-9, except for the 6 km off-axis supergather 12, shown in Figure 5-2a and marked by a star in Figures 5-1 and 5-10.
Figure 5-12: Same as Figure 5-10, except for the profile 6 km East of rise axis: SEPR16. The star marks the location of the supergather shown in Figure 5-2e.
Figure 5-13: Same as Figure 5-11, except for the 6 km off-axis supergather 17, shown in Figure 5-2e and marked by a star in Figures 5-1 and 5-12.
Figure 5-14: Contoured map of the mean velocity in the upper 50 meters of extrusive crust. A triangle on the rise axis marks where the axial magma chamber reflector reaches its shallowest point. The average velocity and standard deviation of each profile is shown in the lower panel to highlight the increase in velocity with age, although the two profiles on the western flank are essentially identical. The mean extrusive velocity on the flanks of the rise axis are shown in the side panels. Each panel is the average of the two corresponding off-axis profiles. Note the increase in velocities to the north along the rise axis, and the lack of such a trend off-axis.
corridor of low velocities (between the 5 and 11 km mark) to the west. The higher variability along the western flank is reflected in the standard deviation assigned to the average of the two contributing profiles.

Layer 2A thickness is difficult to measure by hand, since the abruptness and internal character of the transition from low to high velocities varies considerably. For purposes of consistency, we define layer 2A as the depth interval containing material slower than 4 km/s. Since the major velocity transition at every location includes this value, our definition guarantees that at least part of the transition is sampled, and that our measure is linked to, albeit thinner than, the conventional layer 2A definition. Layer 2A thickness is contoured in Figure 5-15. As with extrusive velocity, the off-axis thickening of layer 2A is evident: 90 m on-axis, 320–390 meters 3 km off-axis, and 380–440 meters 6 km off-axis. This represents a 250–350% increase in thickness within 3 km of the rise axis and continued thickening off-axis to the east. The along-axis and rise-parallel trends in thickness are different from those in $V_p$ (Fig. 5-14). Not only is layer 2A extremely uniform on-axis, but off-axis it noticeably increases in thickness to the north. This occurs gradually along the eastern flank, and is step-like to the west. The sudden transition along the western flank occurs at the 11 km mark and may be related, perhaps coincidentally, to the proximity of the AMC at its shallowest point (triangle in Figs. 5-14 & 5-15) [Detrick et al., 1993; Mutter et al., 1995].

**5.4 Discussion**

This study represents the first detailed velocity analysis performed on single-ship multichannel data. It is therefore helpful to gauge the usefulness of our velocity analysis technique by comparing these results to those from more conventional acquisition and processing methods. This comparison will allow us to interpret our inversion results more confidently in terms of construction and modification of upper oceanic crust.
Figure 5-15: Contoured map of layer 2A thickness. Panels are arranged as in Figure 5-14. Extrusive thickness is defined as the depth to the 4 km/s velocity contour. Note the extremely uniform along-axis thickness, and its increase with age. Also note the transition to a thicker extrusive section north of the AMC depth minimum (triangle).
5.4.1 Comparison with Previous Results and Methods

A thin, surficial low-velocity layer on the order of 100 m or less is commonly found along the crest of the East Pacific Rise, but a double-step transition to layer 2B velocities is not (Fig. 5-16). Expanding spread profile data at 9°N reveal a major jump in velocities 100 m below the seafloor, underlain by 100–150 m of low-gradient material and a second, smaller velocity step [Vera et al., 1990]. A detailed on-bottom survey in the same area confirms this pattern, but assigns a shallower depth (< 60 m) to the upper transition [Christeson et al., 1994a]. Inversions of wide-aperture profile and ESP data at 13°N also yield a shallow low-velocity layer (125-130 m), but fail to detect a double-step structure [Harding et al., 1989; Kappus et al., 1995]. They predict a single, 150 to 200-m-thick gradient transition, which places the base of layer 2A at a depth comparable to other locations. The analysis of an ESP at 17°09’S [Detrick et al., 1993], 20 km north of our study area, resolves an on-axis structure that is strikingly similar to our results. Although the depths to the two step-like transitions are slightly mismatched, the velocities encompassed by each are nearly identical. The comparison of these studies suggests that the rapid increase in velocities within 100–150 m of the seafloor is ubiquitous along the EPR, but that the step-like lower transition is a less common, second-order feature. The similarity of our results with those of Detrick et al. [1993] indicates that the double-step transition to layer 2B velocities is present, but possibly intermittent, along the rise crest between 17° and 17°30’S.

The on-bottom refraction results of Christeson et al. [1994a] show an off-axis deepening and strengthening of the double-step structure within the upper 500 m of crust. However, other studies on the northern EPR fail to confirm this result, including that of Vera et al. [1990], which was conducted in the same area. Our results also resolve only a single gradient transition off-axis, in agreement with the results of Vera et al. [1990] and Harding et al. [1989]. Other than these studies, no other upper crustal velocity analysis has been performed along the ridge flanks of the
Figure 5-16: Velocity analysis results from four locations along the East Pacific Rise: a) ESP [Harding et al., 1989] and WAP data [Kappus et al., 1995] at 13°N, b) ESP [Vera et al., 1990] and on-bottom data [Christeson et al., 1994a] at 9°N, c) WAP data [Tolstoy et al., 1997] at 14°S, and d) ESP data [Detrick et al., 1993] at 17°S. The representative on-axis velocity function from this study is included in panel d) for comparison.
southern EPR. Clearly, additional information is needed to unambiguously establish the fine-scale velocity structure of crust on the flanks of the EPR.

Due to the predominance of reflected energy over refracted arrivals at small ranges, single-ship multichannel data have never been the subject of detailed velocity analyses. A more typical approach has been to create a cross-sectional image of subsurface reflectivity by collapsing each gather along a profile to its vertical-incidence equivalent. Previous authors have applied conventional CDP processing techniques to this data set in order to image and identify the base of layer 2A [Hooft et al., 1997a; Carbotte et al., 1997]. Hooft et al. [1997a], analyzing both cross- and along-axis profiles, found layer 2A to thicken from an average of 230 m on-axis to ~500 m outside the 2A accumulation zone. In contrast, Carbotte et al. [1997] found that it thickened from 140 to 450 m on average along the same cross-axis lines—40% and 10% thinner than the former values, respectively (Figs. 5-4, 5-10 & 5-12). The difference of nearly 100 m between the two on-axis estimates falls well outside the error bounds associated with depth conversion, and can only be explained by the presence of more than one distinct horizon. In fact, the values of Hooft et al. [1997a] match both the depth and variation pattern of the lower transition zone found in this study, while those of Carbotte et al. [1997] correspond more closely to the upper gradient (Fig. 5-4). This provides further evidence for a double-step transition to layer 2B velocities in this area. Within the resolution of their analysis techniques, these studies agree on the off-axis thickness of layer 2A and, together, completely span the depth interval over which the velocity transition occurs (Figs. 5-10 & 5-12).

To further compare our waveform inversion results to those from conventional CDP processing, we created stacked seismic images of on-axis line SEPR17 and off-axis line SEPR16 (Figs. 5-17 & 5-18). Moveout velocities between 1.5 km/s (seawater) and 2.2 km/s (typical of the magma sill) were tested on constant velocity stacks of the data, and a coarse stacking velocity model was generated every 250 m. The seismic profiles were then constructed with the velocity field from this analysis. Ranges be-
Figure 5-17: Stacked seismic section of the along-axis profile, SEPR17, time migrated with the 45° finite difference algorithm [Brysk, 1983] (top), and depth migrated with the split-step algorithm of Stoffa et al. [1990] (bottom). Negative amplitudes are white, and positives are dark. Energy above the seafloor is muted. The site examined in Figure 5-5 is marked by a star, beneath which the GA-derived velocity model is drawn. Note the excellent agreement between the velocity and reflectivity data regarding the depth of the two seismic horizons. Energy from these horizons is refracted to varying degrees, and is therefore phase-shifted with respect to the seafloor event. In some areas, the lower event is diffuse, and difficult to identify.
Figure 5-18: Same as Figure 5-17, except for the profile 6 km east of rise axis: SEPR16. CDP processing produces a single, deeper horizon that spans a considerable depth interval in some regions. The mean final model of Figure 5-5 is also plotted. Note the excellent agreement between the predicted depth of the velocity transition and the onset of the layer 2A horizon.
yond 3.2 km were not included in the final stacks, because the nonhyperbolic (i.e., non-reflective) moveout of refractions from the gradient at the base of layer 2A forces the stacking process to distort this event at far offsets [Harding et al., 1993; Vera and Diebold, 1994]. As a final step, the profiles were either time migrated with a 45° finite difference algorithm [Claerbout, 1976; Brysk, 1983] or depth migrated with the split-step algorithm of Stoffa et al. [1990] (Figs. 5-17 & 5-18). The finite difference algorithm was chosen for its ability to handle steep dips and two-dimensional velocity variations. In addition to focusing energy in strongly varying media, the depth migration places horizons at their true subsurface position, but in doing so, requires an accurate representation of the velocity field. The velocity functions generated by the GA are ideal for that purpose (Figs. 5-4 & 5-12, top), and were therefore supplied to the split-step algorithm.

On-axis, two distinct horizons are imaged below the seafloor (Fig. 5-17). They correspond to the upper and lower transition zones predicted by the waveform inversion (Fig. 5-4). We define the location of these subsurface events as the transition to positive (dark) amplitudes, since refracted energy is phase-shifted with respect to the negative-onset seafloor reflection. The upper horizon is optimally stacked 0.075 to 0.1 s below the seafloor with a moveout velocity of 1525 m/s. Applying the GA-derived velocity field, this corresponds to a thickness of ~100 m. The lower horizon is most clearly focused with moveout velocities near 1600 m/s, and is located at a variable basement depth of 250-425 m, with regions of diffuse reflectivity at the center and northern end of the profile. Whereas the upper horizon in the stack sections exactly matches that predicted by the GA, the lower one is imaged too deeply in the south. Only in the north-central portion (14-18 km mark), where the deeper velocity transition is step-like, is this horizon shallow enough to match the depths predicted by the GA.

The source of this mismatch lies in the assumptions made during the stacking procedure and in the sensitivity of the waveform inversion to velocities between the
two transitions. Stacking refractions along hyperbolic moveout curves not only dis-
torts the event [Harding et al., 1993; Vera and Diebold, 1994], but also places it too
deeply at zero offset [Harding et al., 1993; Christeson et al., 1996]. The shallower
the gradient, and larger its depth extent, the more stacking will overshoot its true
location. Treating the 2A transition as a single gradient, Harding et al. [1993] showed
that energy from its base is imaged too deeply by up to 80 m, depending on the
average velocity used. The common practice of muting the farthest offsets, where
the assumption of hyperbolic moveout breaks down, further deepens the rendering of
gradient horizons by including energy only near their caustic (i.e., base). Carbotte
et al. [1997] estimate that the combined uncertainties associated with CDP process-
ing may produce layer 2A thickness errors on the order of 50–200 m. This is quite
extreme, especially when dealing with depth estimates of only 100–500 meters. The
GA-derived velocity functions are also not free of uncertainty. Much of the energy
turning immediately above and within the lower transition zone is partially masked
by the seafloor event in the data gathers (e.g., Fig. 5-5b). Since the velocities across
this depth interval are less constrained by the data, the uncertainty estimates for this
region are larger. The fact that the deeper horizon stacks best at a velocity lower than
the 1675 m/s derived from GA results indicates that the average velocity between the
two transitions may be up to 1 km/s lower than the inversion results suggest.

Off-axis, we image a single, broad event (Fig. 5-19) that is best focused by a
stacking velocity that varies between 1600 and 1700 m/s. Its average depth of ~450
m matches that given by the GA (Table 5.1). In fact a slight thickening of layer
2A in the north-central portion of this profile is predicted by both methods. In
summary, the successful application of our velocities to the depth conversion of CDP
data show that enough velocity information exists in single-ship multichannel data
without turning to outside sources (i.e., refraction of two-ship experiments).

A comparison of the cross-axis reflectivity profile, SEPR27 [G. Kent, unpublished
data], with the velocity functions nearest to it, shows that, within the error bounds
Figure 5-19: Stacked, time migrated seismic section of cross-axis profile SEPR27, shown in Figure 5-1. The profile was provided by G. Kent (unpublished data). Velocity models corresponding to the midpoint (11-km mark) of all five on- and along-axis profiles are plotted at their point of intersection with this line. The layer 2A horizon correlates well with the base of the velocity gradient off-axis and the upper transition on-axis. A dip diagram illustrates seafloor slopes of 0°, 3° and 6°.
discussed above, the layer 2A thickening profile matches the transition zone depths predicted by this study (Fig. 5-19). Careful processing of SEPR27 reveals that the layer 2A horizon is a continuous event that shoals to within 0.12 s (<140 m) of the seafloor at the rise crest. This on-axis depth corresponds more closely to the upper velocity transition, which is the sharper and more continuous of the two gradient zones detected at the rise crest (Fig. 5-4). In linking the off-axis layer 2A event to the shallow rise crest transition zone, we argue that the layer 2A thickness map of Figure 5-15 correctly represents the cross-axis geometry of a distinct geological horizon that deepens by 300–400% within 1–4 km of the rise axis. Since previous seismic estimates of on-axis layer 2A thickness have typically been larger than presented here [e.g., Kent et al., 1994; Hooft et al., 1997a; Carbotte et al., 1997], our thickening profile represents a significant revision to the off-axis doubling previously attributed to layer 2A. The excellent correlation between our results and the reflection profiles, in general, demonstrates the ability of the GA-based inversion to extract detailed velocity information from single-ship data, and establishes these velocity models as an accurate representation of the upper crust from which geological interpretations can be made.

5.4.2 Aging of Extrusive Crust

The off-axis increase in compressional wave velocities of the extrusive crust is well established in our study area (Fig. 5-14 & Table 5.1). Since Houtz and Ewing [1976] first documented an age-dependent increase in the velocity of the uppermost crust, several studies have confirmed this relationship. In the Pacific alone, these studies include conventional refraction [Spudich and Orcutt, 1980; Purdy, 1982; Bratt and Purdy, 1984; Bratt and Solomon, 1984; McClain and Atallah, 1985; Bee and Bibe, 1989; Grevenmeyer and Weigel, 1997; Grevenmeyer et al., 1997], borehole [Stephen and Harding, 1983; Little and Stephen, 1985; Duenebier et al., 1987; Whitmarsh et al., 1987; Collins et al., 1989], single-ship [Detrick et al., 1993; Tolstoy et al., 1997]
and two-ship multichannel [Harding et al., 1989; Vera et al., 1990], and on-bottom seismics [Christeson et al., 1994a]. Sensitivity to velocities immediately beneath the seafloor varies between methods. For instance, the large trace spacing of conventional refraction studies limits how shallow the layer 2A prograde event can be accurately tracked. The short trace spacing of multichannel studies allows energy turning just below the seafloor to be precisely located, but only in areas where extrusive velocities are high enough (>3 km/s) to place the 2A prograde branch within the streamer aperture (>50-kyr-old crust in this case). Otherwise, as with the three youngest profiles in this study, the retrograde branch is used to constrain surficial velocities, since it contains information integrated through the entire upper section.

Velocities in the upper crust are predominantly controlled by porosity. As a result, the off-axis increase in $V_p$ is commonly attributed to the precipitation of hydrothermal minerals in small-scale pores and the collapse of voids in the form of lava pillows and tubes. The reduction of large-scale porosity is a function of overburden pressure, rock strength and tectonic forces acting within the basaltic pile. The extent that hydrothermal processes contribute to the modification of oceanic crust is largely governed by permeability and proximity to a heat source. At the rise crest, the combination of a shallow melt supply zone and highly disrupted extrusives provides an ideal environment for hydrothermal processes to permeate the volcanic section and decrease its bulk porosity. As the increasingly impermeable basaltic crust is transported away from its heat source, an accumulating sediment cover reinforces the transition from a vigorous, openly convecting system to a weak, closed system with little water-rock interaction and, hence, porosity change. The crustal age at which this transition occurs is not well constrained, and is likely to vary somewhat between ocean basins and from one volcanic flow to another.

The rapid increase in extrusive velocities recorded within 6 km of the rise axis indicates that crust less than ~100 kyr old is permeable and unsedimented enough to allow the hydrothermal infilling of small-scale voids to remain a vigorous process. A
comparison between our results with seismic velocities for other locations along the flanks of the EPR reveals that the increase we record in the 17°20′S area is faster than for the EPR as a whole (Fig. 5-20). This may be linked to the anomalously shallow magma sill and robust cross-sectional shape of the rise crest—both indicators of a high magma (i.e., heat) budget. Such a shallow heat source and pervasive volcanic activity would drive a vigorous hydrothermal system that would, in turn, substantially decrease porosity in the near-ridge environment.

The difference between the east and west flank in both layer 2A velocity and thickness (Figs. 5-14 & 5-15) may be symptomatic of asymmetric spreading. Based on the location of the Brunhes/Matuyama magnetic polarity reversal (0.78 Ma), Naar and Hey [1989] and Cormier and Macdonald [1994] show that spreading asymmetry in this region is pronounced (up to 40%) and highly variable, with the fast direction abruptly switching to the western flank north of our study area. Since the formation (e.g., Fig. 5-19) and significant maturation of layer 2A is achieved well within the Brunhes epoch (Fig. 5-20), we are unable to resolve whether the skewed cross-axis trends in layer 2A are the result of current asymmetric spreading. A cross-axis bias in the character of layer 2A may simply be the result of short-term (i.e., <100 kyr) variability in volcanic deposition, independent of spreading asymmetry.

Non-systematic kilometer-scale velocity variations may reflect local differences in crack formation or changes in volcanic morphology—for example, the corridor of low velocities on the western flank of the rise crest (Fig. 5-14). Laboratory [Gregg and Fink, 1995] and numerous field observations (e.g., Luyendyk and Macdonald [1985]; Fox et al. [1987]) document a variety of flow morphologies produced at the rise crest, which are likely to vary in their ability to impede fluid flow into the volcanic substructure [Pezard, 1990].

Recently, GreveMeyer and Weigel [1996] and Carlson [1998] compiled the most comprehensive set of compressional wave velocities for acoustic basement since Houtz and Ewing [1976]. GreveMeyer and Weigel [1996] approximate the relationship be-
Figure 5-20: Compressional wave velocity in the extrusive section as a function of crustal age. Included is data from ROSE (<) [Purdy, 1982; Bratt and Purdy, 1984; Bratt and Solomon, 1984], Capricorn (>) [McClain and Atallah, 1985], Hole 504B (○) [Stephen and Harding, 1983; Little and Stephen, 1985; Collins et al., 1989], ESP studies at the northern EPR (■) [Harding et al., 1989; Vera et al., 1990], multichannel studies at the southern EPR (▼) [Detrick et al., 1993; Tolstoy et al., 1997], EXCO (♦) [Grevemeyer and Weigel, 1997; Grevemeyer et al., 1997], NOBEL (▲) [Christeson et al., 1994a], and this study (★). The best fitting curve from Grevemeyer and Weigel [1996] (thin) and this study (thick) are shown. Results older than a decade (i.e., ROSE, Capricorn and early 504B) were not used in the least squares inversion and are marked by an unfilled symbol. The inset plots the data of the larger, log-scale graph as a linear function of age.
tween layer 2A velocity and plate age with a single error function. However, the leverage of data points for crust older than 100 Myr results in a substantial misfit at young ages. In Figure 5-20, we add the results from this study to a similar compilation, but only for basement ages less than 10 Myr. A least squares inversion of these data yields a best fitting function defined by the square root of age:

\[ V_p(t) = V_0 + \alpha t^{\frac{1}{2}} \]

\[ V_0 = 2.41, \quad \alpha = 0.75 \]  

(5.1)

\( V_0 \) is the zero-age velocity and \( \alpha \) is a constant. The \( t^{\frac{1}{2}} \) approximation produces an excellent fit to the data, with a least squares misfit three times smaller than that of the best fitting error function. For ages greater than 10–20 Myr, however, velocities increase more slowly and are better modeled by the curve of Grevemeyer and Weigel [1996] or a simple exponential relation. This transition may mark the range of crustal ages at which the combination of crustal cooling and sediment cover causes hydrothermal circulation to become a closed system that reduces porosity more slowly. The above empirical approximation is similar to those for seafloor subsidence and heat flow, which also switch from a square root of age relation to an exponential one. Considering that the reduction of porosity through hydrothermal processes is, in part, thermally controlled, the similarity may not be coincidental.

5.4.3 Geological Interpretation

It has been established that the most prominent seismic horizon in the uppermost crust of this area, and of fast-spreading ridges in general (Fig. 5-16), is associated with a dramatic velocity jump of over 2 km/s (Fig. 5-16), and that the subseafloor depth of this event increases from \( \sim 100 \) m at the rise crest to over 400 m along its flanks (Figs. 5-15 & 5-19).

This feature has previously been interpreted in terms of a porosity horizon within the extrusive section. Such a lithology-independent horizon may exist as a lithostatic
compaction boundary, below which cracks are mechanically sealed by the increased overburden pressure [Spudich and Orcutt, 1980; Vera et al., 1990], or as a tectonic fracture front that deepens off-axis [McClain et al., 1985]. However, the systematic relationship between confining pressure and depth should result in a velocity increase that is more gradual than we observe [Birch, 1960]. Similarly, there is no requirement that tectonic fracturing be localized within the upper extrusives rather than be pervasive. The tectonic deepening of a fracture front off-axis is also difficult to reconcile with seafloor observations, which show the onset of large-scale fracturing to occur outside the zone where layer 2A thickening begins [Bicknell et al., 1987; Edwards et al., 1991; Carbotte et al., 1997]. The layer 2A horizon may alternatively be hydrothermal or metamorphic in origin [Rohr et al., 1988; Vera et al., 1990; Wilkens et al., 1991]. The primary evidence in support of this argument comes from DSDP/ODP Hole 504B, where a transition in seismic velocity [Becker et al., 1988], acoustic attenuation [Wilcock et al., 1992], permeability [Anderson et al., 1985] and porosity [Becker et al., 1982] is recorded within the extrusive section at basement depth of 100–200 m. However, as Harding et al. [1993] and Christeson et al. [1994a] point out, this site is situated in crust that has matured considerably during its 6 Myr existence. Both argue that the base of layer 2A represents a porosity boundary that is lithologically controlled near the rise crest, and shoals with crustal age as pore spaces within the extrusives are filled with alteration products. Petrographic analyses of recovered samples from Hole 504B detect a zeolite alteration front that separates the lower lavas, characterized by secondary mineral formation in veins and vugs, from the overlying “submarine weathering” zone of the upper lavas [Alt et al., 1986]. Porosity studies of the Troodos Ophiolite, thought to be late Cretaceous in origin, reveal a similar decrease in porosity 250 m below the paleoseafloor [Gillis and Sapp, 1997]. The shoaling of such a hydrothermally controlled porosity front may still be an active process at Hole 504B [e.g., Becker et al., 1989], and is consistent with global compilations of seismic refraction data, which show a systematic thinning of
layer 2A with crustal age [Houtz, 1976; Houtz and Ewing, 1976]. A porosity boundary may also form within the extrusive section if the lower lavas, emplaced at the rise axis, exhibit a fundamentally different flow morphology than those deposited on its flanks, as argued by Harding et al. [1989]. Although thin (<5 m) sheet flows have been observed within the axial summit trough [Haymon et al., 1993], and pillow flows off-axis [Fornari et al., 1992; Perfit et al., 1992], the segregation of lava morphologies by rise axis proximity is not well established.

Possibly a more fundamental difference between on- and off-axis flows is their respective likelihood to be intruded by a future diking event, and hence be incorporated into the pillow/dike transition. Extrusives deposited on-axis, especially within the summit trough, and ultimately buried at the base of the volcanic pile, are likely to be riddled with low-porosity dike material, which would increase their bulk velocity with respect to the overlying lavas deposited outside the dike intrusion zone. We therefore believe that the major velocity transition in young upper oceanic crust is controlled by, and is coincident with, the downward transition from the high-porosity extrusive basalts to sheeted dikes, and that its cross-axis thickening profile is governed by the successive buildup of lavas on the flanks of the rise crest.

Numerical models that simulate the construction of the upper crust support a lithologic origin of the layer 2A seismic event. By modeling the repeated deposition of lava flows, these studies successfully predict not only the structure observed at ophiolites [Dewey and Kidd, 1977; Kidd, 1977] and Icelandic rift zones [Pálmason, 1980], but also the off-axis thickening geometry of layer 2A at fast spreading ridges [Hooft et al., 1996]. A rapid subsidence of the sheeted dikes beneath a thickening extrusive layer is the preferred interpretation of the shallow, high-velocity anomalies observed along the rise crest by tomographic studies [Toomey et al., 1990, 1994]. Direct observations of the pillow/dike transition have only been made in mature (>1 Myr old) or obducted ocean crust. These include drill-hole measurements (Hole 504B: 571 m [Becker et al., 1989], Hole 395A: >571 m [Shipboard Scientific Party, 1979]),
submersible observations (Hess Deep: 100–200 [Francheteau et al., 1992], Vema fracture zone: 280–800 m [Auzende et al., 1989; Cannat et al., 1991], FAMOUS Area: 230 m [Francheteau et al., 1975]), and ophiolite studies (Samail, Oman: 750–1500 m [Alabaster et al., 1982]; Troodos, Cyprus: 1–1.5 km [Schmincke et al., 1983]). Because of the variability in these estimates, and the geological setting from which they come (e.g., slow spreading or highly tectonized environment), it is unreasonable to present any as a paradigm for young, fast spreading crust. However, as a whole, these estimates are consistent with the 350–550 m thicknesses that layer 2A is observed to attain on the flanks of the EPR [e.g., Kent et al., 1994; Hooft et al., 1997a; Carbotte et al., 1997; this study].

Since lithologically controlled porosity variations are thought to dominate the seismic structure of young upper crust, our velocity functions may be a proxy for the depth distribution of low-porosity dikes (5.4–5.8 km/s) within the high-porosity extrusives (2.3–2.9 km/s). An important consequence of this interpretation is that the surficial low-velocity interval represents a layer of nearly pure extrusives, below which the dike fraction drastically increases. The existence of such a layer at the rise crest (Fig. 5-4) constrains the zone of dike emplacement to be quite narrow, since a wide dike distribution would permeate the entire near-axis volcanic section with high-velocity diabase.

To better constrain the extent of lava and dike emplacement in the 17°20′S area, we modify the crustal emplacement equations of Hooft et al. [1996], and apply them to our results (Table 5.1). In this method, a Gaussian probability (standard deviation, \( \sigma_i \)) is assigned to the spatial distribution of dike emplacement. A Rayleigh distribution (standard deviation, \( \sigma_e \)), the integral of a Gaussian, is assigned to the maximum distance of lava emplacement so as to form a Gaussian-shaped thickening profile at steady-state. Given geologically reasonable values for lava flow thickness (\( t \)), dike width (\( w \)), and probability of dike eruption (\( P_d \)), the emplacement model requires only on- and off-axis extrusive thicknesses (\( T_{on} \) and \( T_{off} \)) to completely describe the
width of the two distributions:

\[ \sigma_e = \frac{T_{off} \sqrt{2}}{C} \]

\[ \sigma_i = \frac{-T_{off}}{C} \ln \left( 1 - \frac{T_{on}}{T_{off}} \right) \]

\[ C = \sqrt{2\pi} \left( \frac{t \cdot P_d}{w} \right) \]

We define the zone of dike intrusion to be \( 2\sigma_i \), which contains 95% of all events. Similarly, the zone of volcanic emplacement is defined as twice the geometric mean of the dike standard deviation (relative to the axis) and the lava standard deviation (relative to the dikes), \( 2\sqrt{\sigma_i^2 + \sigma_e^2} \). Dike width \( (w) \) and lava flow thickness \( (t) \) were both assumed to be 1 m [e.g., Schmincke et al., 1983; Karson et al., 1992], and 38% of all dikes \( (P_d) \) were allowed to form a surface eruption [Hooft et al., 1996]. Since these parameters affect the width of the two zones equally (Eq. 5.2), they do not affect their ratio \( (r) \), which then becomes a measure of focused accretion. We use, as our on- and off-axis extrusive thicknesses \( (T_{on} \text{ and } T_{off}) \), the layer 2A values derived from mapping the 4 km/s contour (93 ± 11 and 411 ± 72 m, respectively). Although we include a thin interval of steep gradient material, the effect on the calculation is negligible. Using these values, we calculate the zone of dike intrusion to extend \(~200\) m off-axis within a zone of active lava deposition 2–3 km wide. The limited off-axis extent of dike emplacement relative to the lavas \( (r > 5) \) reinforces the idea that the two-dimensional thermal and mechanical structure of fast spreading ridges focuses melt generation and efficiently delivers it to the seafloor.

Models of crustal accretion [e.g., Pálmason, 1980; Hooft et al., 1996] also demonstrate that the width of the transition zone, and distribution of erupted material within it is directly related to the off-axis extent of dike intrusion. A broad region of diking would encompass distally deposited lavas, and hence produce a nearly monotonic increase in dike fraction over a thick depth interval. The rapid velocity increase at the top of the pillow/dike transition in this area (Fig. 5-4), and along the EPR in general (Fig. 5-16), is indicative of a narrow zone of dike emplacement, and further
supports a model of focused accretion at fast spreading ridges. Hooft et al. [1996] calculate that the thickness of the transition zone is generally equal to or greater than its on-axis depth. Hole 504B contains a 209-m-thick transition [Becker et al., 1989] and ophiolite studies commonly document a 100 to 200-m-thick mixed layer [Nicolas, 1989]. We therefore argue that the secondary velocity jump 250–350 m below the rise crest (Fig. 5-4) corresponds to the base of a variable, ~200-m-thick transition zone that overlies nearly 100% dikes.

What process is responsible for generating the velocity contrast intermittently observed at the base of the transition zone? One possible explanation is that the rheological differences between massive, columnar intrusives and more brecciated, horizontally layered volcanics may produce a mechanical boundary between fundamentally different styles of deformation. Magnetic measurements at Hole 504B reveal that the stable inclination of the extrusive section is rotated by over 20° from expected, and that this mismatch is reduced within the transition zone to nearly 0° in the upper dikes [Smith and Banerjee, 1986; Kinoshita et al., 1989; Pariso and Johnson, 1989]. The authors infer from these observations that the volcanic section was tectonically rotated as it moved away from the ridge axis, whereas the sheeted dikes were deformed in such a way that they remained vertically oriented. By studying the fracture evolution of the recovered drill samples, Agar [1990] found evidence for numerous mechanical discontinuities within the upper crust that separate units of varying rotational history. They also discovered a highly tectonized interval at the base of the transition zone, which they interpret to be a detachment fault. Agar and Klitgord [1995] propose that relief on lithological boundaries and the rheological contrasts across them may promote the formation of decoupling surfaces at various depths in the oceanic lithosphere, not just the pillow/dike boundary. The fault zone at Hole 504B indicates that the downward transition from cataclastic flow and rotation in the extrusives to faulting along vertically oriented dike contacts may occur abruptly, thereby generating a seismically observable impedance contrast. In areas
where this seismic horizon is undetected, the decoupling may be accommodated across a thicker interval (i.e., Fig. 5-16a,c and the 10–13 km mark in Figs. 5-4, and Fig. 5-17). A consequence of this model is that dikes within the transition zone should also be rotated, with the degree of rotation dependent on the off-axis location they were deposited. Supporting evidence is found at the Troodos ophiolite in Cyprus, where the dikes and lava flow units within the transition zone (termed the “basal group”) are significantly rotated with respect to the underlying, vertically oriented sheeted dikes [Xenophontos and Malpas, 1987]. Significant rotations are also observed in the uppermost dikes at Hess Deep, which Karson et al. [1992] propose may be the result of rapid near-axis subsidence as the uppermost crust thickened.

Another source of the deeper velocity contrast may be the differing effect that the two major lithologies have on dike propagation. The transport of lava is likely to be focused vertically along the dominant orientation of sheeted dikes, whereas magmatic cracking in the porous, horizontally layered volcanics may be less directed. This would produce a more diffuse melt channel within the extrusives, and numerous sills at the base of the transition zone, where horizontal stratigraphy is first encountered by the propagating dikes. Submersible observations show that the dikes exposed at Hess Deep are more sinuous in the lava unit than deeper in the section [Karson et al., 1992], and that massive subhorizontal layers exist in the transition zone [Francheteau et al., 1992]. Similar massive units were recovered from the transition zone of Hole 504B [Anderson et al., 1982].

Within the resolution of the data, we find no evidence that the on-axis velocity contrast at the base of the transition zone is maintained off-axis. Forward models show that, despite the increased water depth, thickened extrusive pile and more variable topography off-axis, a velocity contrast of 0.5 km/s or greater at the base of a 200-m-thick transition zone would still be detected at the sea surface. The inability of the GA to resolve this event off-axis may be a consequence of sampling a horizon that is formed intermittently, and therefore absent in certain areas. It is also pos-
sible that velocities within the transition zone are rapidly modified by the vigorous hydrothermal circulation thought to permeate this magmatically robust segment. If hydrothermal mineralization is responsible for the 0.6 km/s increase in the uppermost extrusives within 6 km of the axis (Table 5.1), it is reasonable to suggest that the initial 0.5 km/s contrast above the sheeted dikes is subdued by the same process. In fact, extensive alteration of the transition zone is documented at Hole 504B [Alt et al., 1986], and in exposures of the upper crust, both on land [Swift and Johnson, 1984; Johnson and Pariso, 1987] and at the seafloor. Based on drill-hole observations, Becker et al. [1989] suggest that the transition zone acts as a hydrothermal mixing front between fluids upwelling through the sheeted dikes and cooler seawater circulating within the porous extrusives. If the transition zone is also a mechanical discontinuity, Agar [1990] suggests that enhanced fluid flow along the boundary would promote the rapid mineralization of this interval.

Figure 5-21 depicts the seismic evolution of the upper crust in terms of the geological processes discussed above. Extrusives deposited on-axis, possibly within an axial summit trough, are incorporated into the pillow/dike transition zone within a narrow region of dike injection. These units rapidly subside beneath a thickening extrusive layer that is built by overflow of the axial summit trough and deposition near the axis, but outside the dike injection zone. Since seismic studies do not image the dikes reaching the seafloor, initial subsidence is thought to be too rapid to resolve (within the Fresnel zone of ~300 m at the seafloor). Deformation is accommodated by cataclastic flow and rotation in the extrusives and transition zone, and by cataclastic faulting in the sheeted dikes. Outside the narrow corridor of dike subsidence, the on-axis seismic structure is characterized by ~100 meters of low-velocity extrusives (2.1–2.4 km/s) overlying a sharp transition to diabase dikes mixed with proximally deposited extrusives. This constitutes seismic layer 2A. A deeper velocity contrast may exist at the base of the transition zone in areas where the change in deformation styles is abrupt and possibly accompanied by sill emplacement. As the crust is transported
Figure 5-21: Cartoon depicting the geological processes responsible for the shallow seismic structure of fast spreading ridges. Dimensions are approximate, with a vertical exaggeration of 2.5. Extrusives are divided into three depositional domains: on-axis (transition zone), near-axis, and off-axis. Thin lines represent isochrons, and thick lines track flow paths between volcanic domains. Gray shading roughly maps the depth- and age-dependent increase in seismic velocity. Two velocity functions depict the seismic structure observed on- and off-axis. The zone of rapid subsidence at the rise crest is thought to be too narrow to image seismically. See text for discussion.
away, off-axis lava deposition further deforms layer 2A and thickens it by a factor of four to five within 1–4 km of the rise axis. Simultaneously, hydrothermal processes modify the initial porosity structure of the shallow layers, raising their seismic velocities by over 0.5 km/s within 6 km of the rise axis. Pervasive mineralization within the transition zone may also subdue any velocity contrast initially formed at its base, rendering it seismically transparent. Continued hydrothermal circulation raises basement velocities to near 5 km/s within 10 Myr and produces seismically identifiable metamorphic fronts within the extrusive section, as observed at Hole 504B.

5.5 Summary and Conclusions

Using a genetic algorithm-based inversion technique, we have examined the seismic velocity structure along five multichannel lines from the EPR at 17°20'S. The success of our analysis was facilitated by the continuous coverage that the multichannel data provides and the GA’s efficient use of seismic information to construct accurate velocity models. By mapping the shallow structure of young, fast-spreading crust with unprecedented detail, we have demonstrated the ability of single-ship MCS studies to incorporate reflectivity and velocity information into a more complete structural model of the subsurface. The major scientific results of this study are as follows:

1. A 70 to 100-m-thick surficial low-velocity layer (2.1–2.4 km/s) exists at the rise crest of the 17°20’S study area. This feature is common, if not ubiquitous, along the fast spreading EPR, with little variation in velocity or thickness. Because of its uniformly low velocities, we equate this layer with pure extrusives, below which a sharp increase in dike fraction generates a seismic velocity boundary that can be continuously mapped for tens of kilometers. We label this horizon as the base of seismic layer 2A, and note its shallow location with respect to previous estimates of layer 2A thickness (150–250 m).

2. Also on-axis, a second, smaller velocity contrast is intermittently observed at a
variable basement depth of 250–320 m. The depth of this horizon closely corresponds to previous layer 2A thickness estimates. Its occurrence outside our study area (9°N), and clear separation from the seafloor event suggest that this event may be the source of thick layer 2A estimates elsewhere along the EPR. Based on direct seafloor observations, borehole evidence, and theoretical constraints, we place this horizon at the base of the pillow/dike transition, where the change in rheology, depositional history and possibly deformation style may generate an abrupt impedance contrast.

3. The continued off-axis accumulation of lavas thickens layer 2A by an additional 300–400 m within 1–4 km of the rise axis. This extrusive thickening profile predicts a pattern of focused melt delivery in which a narrow zone of on-axis dike intrusion (~200 m half-width) feeds lava flows that typically extend up to 1.5 km from the rise axis.

4. An increase in extrusive velocities of 0.6 km/s within 6 km of the rise crest is attributed to the cementation of small-scale porosity by hydrothermal alteration products. This is faster than for the EPR as a whole and may indicate that the level of hydrothermal activity is elevated at this magmatically robust ridge segment. We show that extrusive velocities near 5 km/s are reached within 10 Myr of formation, and that this increase can be described by a square root of age relation.

5. Within the resolution of our data, no double-step velocity structure is observed off-axis. Although the initial formation of such a pattern is not certain, we propose that hydrothermal mineralization is enhanced in the transition zone, and would therefore decay any initial velocity contrast at the base of the transition zone.
Chapter 6

Upper crustal seismic structure of the slow spreading Mid-Atlantic Ridge, 35°N: Constraints on volcanic emplacement processes

6.1 Introduction

Geophysical evidence accumulated over the last three decades convincingly suggests that the style of melt generation and crustal accretion at slow spreading ridges is fundamentally different than at their faster spreading counterparts [Macdonald, 1986, 1989; Solomon and Toomey, 1992; Forsyth, 1992; Sparks and Parmentier, 1994]. Bathymetry [Sempéré et al., 1993; Thibaud et al., 1997], gravity [Kuo and Forsyth, 1988; Lin et al., 1990; Rommevaux et al., 1994; Detrick et al., 1995], and seismic data [Sinha and Louden, 1983; Tolstoy et al., 1993] collected at slow spreading ridges reveal a pattern of pronounced crustal thickening (1–4 km) beneath spreading segment centers relative to their distal ends. No such pattern has been documented at fast spreading ridges. Coupled with numerical models [Parmentier and Phipps Morgan, 1990], these observations suggest a transition from two-dimensional, plate-driven
mantle flow and/or crustal accretion at fast spreading rates to three-dimensional, buoyant mantle upwelling at slower spreading rates [Whitehead et al., 1984; Lin and Phipps Morgan, 1992]. The rift valley morphology common to the slowly spreading Mid-Atlantic Ridge (MAR) indicates that the lithosphere is at a cooler thermal state, especially near segment offsets, and is therefore mechanically stronger than at faster spreading rates [Neumann and Forsyth, 1993; Phipps Morgan and Chen, 1993]. This concept is supported by the lack of seismic evidence for a long-lived intracrustal magma chamber beneath the rift valley of the MAR [e.g., Fowler, 1976, 1978; Toomey et al., 1988; Detrick et al., 1990], and by the regular occurrence of seafloor morphologies dominated by tectonic extension rather than magmatic accretion [Karson and Dick, 1983; Macdonald, 1986; Tucholke and Lin, 1994].

Relatively little is known about how these differences in crustal structure and mantle upwelling manifest themselves, if at all, in the formation and internal structure of the volcanically emplaced upper crust. Extensive observations of the rift valley floor [e.g., Ballard and Van Andel, 1977; Smith and Cann, 1992; Searle et al., 1998] have yielded valuable information on the emplacement and modification of the extrusive section, but deeper structure can only be inferred from the surface expression of this layer. Multichannel seismics, arguably the best method for directly measuring the internal structure and thickness of the extrusive crust, is severely hampered at slow spreading ridges by the extreme topography of the rift valley environment [e.g., Detrick et al., 1990; Calvert, 1997]. Consequently, the bulk of our understanding about the basaltic crust has come from fast spreading ridges such as the East Pacific Rise (EPR).

Numerous refraction studies along the East Pacific Rise axis reveal a thin (<125 m thick) low-velocity layer immediately beneath the seafloor that is surprisingly uniform in thickness along the rise axis [Harding et al., 1989; Vera et al., 1990; Detrick et al., 1993; Christeson et al., 1994a; Kappus et al., 1995; Tolstoy et al., 1997; Ch. 5]. This section, thought to be pure extrusives, is underlain by a 100–200 m thick transition to
velocities typical of the diabase dikes which feed it. In some locations, this transition is a single gradient (e.g., 13°N [Harding et al., 1989; Kappus et al., 1995] and 14°S [Tolstoy et al., 1997]), and at others it is double-step in character (e.g., 9°N [Vera et al., 1990; Christeson et al., 1994a] and 17°S [Detrick et al., 1993; Ch. 5]). The low-velocity and transition layers together form what is termed seismic layer 2A, below which lie the relatively uniform dike velocities of layer 2B. Multichannel seismic (MCS) profiles have shown that layer 2A typically doubles in thickness within ~3 km of the rise axis [Harding et al., 1993; Kent et al., 1994; Carbotte et al., 1997; Hooft et al., 1997a]—a geometry that has recently been modeled by Hooft et al. [1996] through the repeated deposition of lavas. The detailed velocity analysis of Chapter 5 suggests that this thickening is accomplished by a four- to five-fold buildup of pure extrusives away from the axial peak, and a thinning of the seismic transition zone due to hydrothermal infilling of pores/cracks.

A more limited number of seismic studies have examined the upper crust built at the intermediate spreading Juan de Fuca Ridge (JDFR) [Poujol and Jacobson, 1988; Rohr et al., 1988; White and Clowes, 1990; Cudrack and Clowes, 1993; McDonald et al., 1994]. They reveal a thicker, more variable layer 2A than at the EPR. Refraction studies of the Endeavor segment at 48°N [White and Clowes, 1990; Cudrack and Clowes, 1993] find layer 2A to be 200–650 m thick, with velocities of 2.5–2.8 km/s. An abrupt increase in velocity beneath this layer is equated with an intermittent reflector imaged 0.3–0.5 s beneath the seafloor along a coincident multichannel line [Rohr et al., 1988]. Refraction data from the Cleft segment at 45°N also document a highly variable layer 2A (200-550 m thick, ~2.7 km/s) that is ~350 m thick beneath the rise axis, but exhibits no systematic cross- or along-axis trends McDonald et al. [1994]. Thickness estimates of the magnetic source layer in this region correlate well with the seismic layer 2A results [Tivey, 1994].

The few studies that have resolved upper crustal structure at the Mid-Atlantic Ridge have discovered a thick, variable layer 2A structure similar to that at the Juan
de Fuca Ridge. The first direct evidence of a surficial low-velocity layer at the MAR was recorded by Purdy and Detrick [1986] during a conventional refraction study at 23°N. Their preferred model includes a 450-m-thick low-velocity interval (2.55 km/s) overlying a discontinuous jump to higher velocities. Purdy [1987], using on-bottom sources and receivers, confirmed the existence of this layer, and documented an increase in its seismic velocity from 2.1 km/s within the median valley to 4.1 km/s in 7 Myr-old crust. In contrast to these refraction experiments, previous multichannel studies have been less successful at imaging energy that turns at the base of layer 2A [Detrick et al., 1990; Calvert, 1997; Smallwood and White, 1998]. However, Smallwood and White [1998] constructed a layer 2A thickness profile from MCS data along the Reykjanes Ridge by hand fitting two-layer constant velocity models to refractions recorded on selected common depth point (CDP) gathers. Using a constant seafloor velocity of 2.45 km/s, they measured the average thickness of this highly variable layer at 400±100 m. No age-dependent velocity trends or systematic thickness variations were resolved. A similar lack of consistent velocity trends in tomographic data from the rift valley at 35°N led Barclay et al. [1998] to infer that the axis of extrusion is highly variable on timescales of 25 kyr or less. Anomalously low velocities in the shallow crust of this area further suggest that the transition to seismic layer 2B occurs at a greater depth than at the EPR [Barclay et al., 1998]. As at the JDFR [McDonald et al., 1994], the significant anisotropy recorded in the upper crust of the MAR is most likely due to ridge-parallel fractures [Barclay et al., 1998]. This observation reflects the increased role of tectonic extension at slower spreading rates.

In this study, we present the first detailed investigation of seismic layer 2A structure at the MAR using multichannel seismics. After introducing the study area and outlining our analysis techniques, we examine the data and present upper crustal velocity models for selected locations in the survey area. These models are then embedded within conventionally processed seismic profiles to better interpret the seismic structures they resolve. Finally, we discuss the implications of our results on the em-
placement of extrusive crust at slow spreading centers and compare the upper crustal seismic structure of this area to that of the fast spreading East Pacific Rise.

6.1.1 The Study Area

Situated south of the Azores platform, the Oceanographer (at 35.2°N) and Hayes (at 33.6°N) transforms bound three distinct spreading segments separated by right-stepping non-transform offsets (NTO). The full spreading rate at this part of the Mid-Atlantic Ridge is constrained by magnetic anomaly picks [LeDouaran et al., 1982] and plate motion models [e.g., DeMets et al., 1990] to be 21–22 mm/yr. Multibeam bathymetry data obtained during the 1991 FARA-SIGMA cruise [Needham et al., 1991] reveals the northernmost segment, termed OH-1, to be hourglass-shaped in map view—a morphology that has typically been associated with enhanced and focused mantle upwelling at these slow spreading rates [Sempéré et al., 1993; Thibaud et al., 1997] (Fig. 6-1). The inner valley floor narrows at the segment center, and shoals by over 1 km to just over 2 km in depth, resulting in a cross-axis relief of only \(~500\) m. In addition, this segment contains a robust constructional volcanic ridge that stands up to 300 m above the inner valley floor. This morphology is in contrast to the deep, tectonically dominated rift valleys of the southern two segments, whose inner valley floors only slightly shoal toward the center and are largely devoid of any robust constructional ridges.

Sea surface gravity measurements from the FARA-SIGMA cruise show that segment OH-1 is associated with one of the largest mantle Bouger anomalies, or “bull’s eyes”, of any segment along the northern MAR [Detrick et al., 1995]. The source of this gravity low is inferred by Detrick et al. [1995] to be a substantial thickening (~5 km) of crust toward the segment center. This interpretation is supported by the seismic refraction results of Sinha and Louden [1983], which indicate that crust underlying the eastern rift mountains thins from 9-10 km near the middle of the segment to <6 km at the ends. Such gravity lows and crustal thickness variations
Figure 6-1: Bathymetric map of OH-1 (star in inset), the northernmost spreading segment between the Oceanographer and Hayes transforms (merged data from the FARA-SIGMA [Needham et al., 1991] and MARBE studies [A. Hosford, unpublished data]. MCS track lines (white) were shot along the morphotectonic grain and are black in areas where the bathymetry is subdued and shallow enough to allow stacking of adjacent gathers. Refractions through layer 2A are observed in the rift mountains and the shallow, central portion of the rift valley. Profiles are labeled alphabetically in order of acquisition, and were shot along 0, 0.7, 1.6, and 1.9 Myr-old crust, respectively. Symbols mark where the data were of high enough quality to allow a successful velocity analysis: two along line G ( ○ ), two along H ( ⊖ ), two along I ( △ ) and five along L ( □ ). The detailed results at one site per line (filled symbols) are shown later. Black dashed lines mark the first major bounding faults on either side of the rift valley floor and a white dashed line follows the main axial volcanic ridge northward from the subsurface low-velocity body detected by Barclay et al. [1998] (cross).
are further evidence that segment OH-1 is experiencing voluminous, sustained and focused magma upwelling and melt production [Lin et al., 1990].

The center of OH-1 was one of two study sites explored by the submersible Nautile during the 1995 OCEANAUT cruise [Bideau et al., 1996]. These dives find no evidence of tectonic activity within the inner valley floor, which suggests that the rift valley is dominated by magmatic processes at the segment center. A single uplifted scarp, which may be a juvenile bounding fault forming within the rift valley, splits the southern portion of the constructional ridge and has confined recent volcanic emplacement within the eastern trough. This is confirmed by the presence of fresh lavas east of the median ridge and more sedimented flows in the western trough.

The shallowest of the median ridge edifices is bisected by this juvenile bounding fault (Figure 6-1). It is beneath this seamount that anomalously low seismic velocities were recorded during the 1991 FARA microearthquake experiment [Purdy et al., 1993; Barclay et al., 1998], suggesting the presence of partial melt. However, Barclay et al. [1998] found no evidence in the seismic travel time delays for off-axis deepening of the high-velocity dikes, as observed at fast spreading centers. They interpret this as indicating that the axis of volcanic accretion at OH-1 does not remain stable on timescales greater than 25 kyr.

A line of seamounts intersects the median ridge at its shallowest point and extends parallel to the spreading direction out to the limit of bathymetric coverage on both sides of the axis (Fig. 6-1). Submersible observations by Bideau et al. [1996] reveal that these off-axis seamounts are heavily sedimented and of the same magnetic polarity as the surrounding crust, indicating that they formed near-axis and were subsequently rafted out of the rift valley intact. Seven kilometers west of the median ridge, a large-throw normal fault uplifts the crust to depths of less than 1.5 km in the rift mountains. To the east, a more gradual transition to similar depths is punctuated by an 11-km-wide intermediate terrace containing several small constructional edifices. A large seamount, dubbed Eulália volcano by Bideau et al. [1996], sits at
the western edge of the upper terrace and rises to within 1 km of the sea surface. The rift mountains bordering both the ridge axis and active transform (inside corner) are bathymetrically shallower and exhibit a larger mantle Bouger anomaly than their cross-axis counterparts (outside corner) [Detrick et al., 1995]. This segment-scale asymmetry is not uncommon along the MAR, and is thought to be a result of the removal of upper crust by a detachment fault and subsequent isostatic uplift of the inside corner, aided by the decoupling effects of both the ridge axis and active transform [Severinghaus and Macdonald, 1988; Tucholke and Lin, 1994; Escartin and Lin, 1995].

6.2 Data Collection and Analysis

In the fall of 1996, multichannel seismic data were acquired between the Oceanographer and Hayes transforms during four days of the Mid-Atlantic Ridge Bullseye Experiment (MARBE) [Detrick et al., 1997]. The goals of the MCS study were to evaluate the effectiveness of new processing methods that suppress the scattered energy generated by the rugged topography of the MAR [G. Kent, in preparation] and to image the velocity structure of the shallowmost crust (this study).

MCS lines were shot along the rift valleys of all three major spreading segments, and parallel to the ridge in the rift mountains of OH-1 (Fig. 6-1). Since seafloor topography is most subdued along the morphotectonic grain, lines were shot in this orientation to minimize the amount of scattered energy recorded (Fig. 6-2). Data were acquired by the RV Maurice Ewing's 160-channel, 4 km long digital streamer. To achieve a nominal shot spacing of 33 m, a towing speed of 3.75 knots was attempted, with the 10-gun, 3005 cubic inch airgun array firing every 16 s. The airguns were tethered to floating buoys at a depth of 10 m so as to maintain a repeatable source waveform. This configuration yielded a densely spaced data set of ~60-fold coverage.

Because of the shallow water depths associated with proximity to the Azores
Figure 6-2: Bathymetric profiles along the four north-south MCS lines. All are plotted at the same scale, with a 5:1 vertical exaggeration. Symbols are as in Figure 6-1. Note the flatlying character of the seafloor, especially in areas where a detailed velocity analysis is performed. Twenty CDPs were summed at each location, the width of which is marked by the two leftmost tickmarks on the scale bars. Grey regions enclose both the depth to which our velocity analysis is sensitive (≈1 km) and the lateral extent of the seismic sections in Figure 6-15.
hotspot, refractions from the uppermost crust were clearly recorded along all rift mountain profiles and within the shallowest parts of the OH-1 median valley. The great rift valley depths of the southern segments (>3 km) prevented shallow refractions from being recorded within the limited aperture of the streamer. Based on the Hydrosweep centerbeam depth and the raw seismic images (stacked at only the water velocity of 1500 m/s), flatlying sections of seafloor were identified. Of these, eleven exhibit coherent, identifiable upper crustal refractions and are topographically subdued enough to allow the stacking of adjacent common midpoint (CMP) gathers without adversely affecting the data (Figs. 6-1 & 6-2). Two are situated at the shallow, central part of the inner valley floor (line G), two sit at the northern and southern end, respectively, of the intermediate terrace east of the rift valley (line H), two straddle the flanks of Eulália volcano on the upper terrace (line I), and five are aligned along an axis-parallel topographic high in the western rift mountains (line L). These locations were chosen for a detailed velocity analysis.

To enhance the signal-to-noise ratio, supergathers were constructed at these locations by summing 20 CMP gathers (250 m lateral extent). In each supergather, energy turning within the high-gradient transition to layer 2B velocities—the primary focus of this analysis—laterally samples only 0.4–1.0 km of this layer, and encompasses only 1.7–2.5 km of seafloor, depending on the water depth. Traces were band-pass filtered between 5 and 40 Hz to remove low-frequency strumming of the streamer and

Figure 6-3: (next page) Data supergathers for on-axis line G (a,b), eastern terrace line H (b,c) and eastern rift mountain line I (e,f). All are plotted at the same amplitude scale, with arrivals preceding the seafloor reflection enhanced by a factor of five. Upper crustal refractions are outlined by black and white curves, and labeled as follows: "2Ap", prograde energy from the surficial low-velocity layer, "2A", retrograde energy from the underlying velocity gradient (split into "a" and "b" branches where necessary), and "2B", prograde energy from the high-velocity layer beneath this transition. "2Am" is a multiple of "2A". Synthetic seismograms were compared to the data only within these windows. Note how the shallow bathymetry in the rift mountains brings refractions to close ranges and travel times relative to the seafloor reflection.
a) Supergather C1: CDPs 3955–3975

b) Supergather C2: CDPs 4215–4235

c) Supergather H1: CDPs 1570–1590
d) Supergather H2: CDPs 3315–3335

e) Supergather I1: CDPs 1070–1090

f) Supergather I2: CDPs 1400–1420
Figure 6-4: Same as Figure 6-3, except for western rift mountain line L. The gradual deepening of the seafloor to the north diminishes the amount of refraction data available.
spurious high-frequency noise. Finally, upper crustal refractions were identified (Figs. 6-3 & 6-4), and modeled by an automated waveform inversion in the form of a genetic algorithm (GA).

The GA is a pre-stack velocity inversion technique that has successfully been applied to two-ship multichannel data [Harding and Kappa, 1996; Tolstoy et al., 1997], and recently to single-ship data [Ch. 5] from the East Pacific Rise. As in the previous chapter, we use the GA to iteratively construct populations of velocity models and compare their corresponding synthetic seismograms to the data. The WKBJ method of Chapman [1978] was used to calculate all synthetics, which were then convolved with a source waveform and compared to the data seismograms only within the windows encompassing identified upper crustal refractions (Figs. 6-3 & 6-4).

Based on the concept of biological natural selection, the GA robustly searches model space for a global optimum by using components of better fitting models as building blocks for new models [Goldberg, 1989; Davis, 1991; Sen and Stoffa, 1995]. For a more detailed discussion on the application of genetic algorithms to seismic waveform inversion, see Sambridge and Drijkoningen [1992], Sen and Stoffa [1992], Harding and Kappa [1996] and Appendix A. In essence, the success of the GA is based on its coding scheme, which uniquely describes each model. In this study, each velocity model is coded by a series of two-bit binary strings (0-3), which represents the number of depth scalings, \( \delta z \), each node (i.e., layer) lies beneath the preceding one. The larger the depth scaling (i.e., lower resolution), the fewer the depth nodes required to describe a specific velocity model, and hence, the more efficient the GA becomes. We test this tradeoff between resolution and efficiency by performing two separate inversions on each supergather, one with a substantially higher depth scaling (25 m) than the other (10 m). In nearly half the cases (5 of 11), the coarser resolution allowed the GA to more efficiently find the best fitting models (Table 6.1).

The inversion procedure used in this study is similar to that of Chapter 5. Each
Table 6.1: Variable Parameter Settings for the Genetic Algorithm

<table>
<thead>
<tr>
<th>Location ID</th>
<th>Depth Scaling, $\delta z$</th>
<th>Number of Depth Nodes</th>
<th>Max. Depth Modeled</th>
<th>Number of Generations</th>
<th>Number of Models per Gen.</th>
</tr>
</thead>
<tbody>
<tr>
<td>G1</td>
<td>10 m</td>
<td>53</td>
<td>0.8 km</td>
<td>100 (500)</td>
<td>40 (14)</td>
</tr>
<tr>
<td>G2</td>
<td>25 m</td>
<td>26</td>
<td>1.0 km</td>
<td>70 (350)</td>
<td>60 (25)</td>
</tr>
<tr>
<td>H1</td>
<td>10 m</td>
<td>53</td>
<td>0.8 km</td>
<td>100 (500)</td>
<td>40 (14)</td>
</tr>
<tr>
<td>H2</td>
<td>10 m</td>
<td>53</td>
<td>0.8 km</td>
<td>100 (500)</td>
<td>40 (14)</td>
</tr>
<tr>
<td>I1</td>
<td>25 m</td>
<td>26</td>
<td>1.0 km</td>
<td>70 (350)</td>
<td>60 (25)</td>
</tr>
<tr>
<td>I2</td>
<td>10 m</td>
<td>53</td>
<td>0.8 km</td>
<td>100 (500)</td>
<td>40 (14)</td>
</tr>
<tr>
<td>L1</td>
<td>25 m</td>
<td>26</td>
<td>1.0 km</td>
<td>70 (350)</td>
<td>60 (25)</td>
</tr>
<tr>
<td>L2</td>
<td>25 m</td>
<td>26</td>
<td>1.0 km</td>
<td>70 (350)</td>
<td>60 (25)</td>
</tr>
<tr>
<td>L3</td>
<td>10 m</td>
<td>53</td>
<td>0.8 km</td>
<td>100 (500)</td>
<td>40 (14)</td>
</tr>
<tr>
<td>L4</td>
<td>25 m</td>
<td>26</td>
<td>1.0 km</td>
<td>70 (350)</td>
<td>60 (25)</td>
</tr>
<tr>
<td>L5</td>
<td>10 m</td>
<td>53</td>
<td>0.8 km</td>
<td>100 (500)</td>
<td>40 (14)</td>
</tr>
</tbody>
</table>

\( ^a \) All other GA parameters as in Chapter 5

\( ^b \) Values in parenthesis are for the initial seafloor velocity search run

\( ^c \) Equals the number of depth nodes multiplied by 1.5($\delta z$)

\( ^d \) Windowed behind seafloor reflection
inversion consisted of three GA runs. The first was tailored to find the seafloor velocity by simultaneously modeling five distinct subpopulations, each with a different seafloor node (Table 6.1). The solution of each run was used as the input starting model to the next, but only the statistics of the best run were used to calculate the final solution. Only two modifications were introduced into the inversion procedure of Chapter 5. The first is that multiples reflecting once from the underside of the seafloor were modeled where appropriate (Table 6.1). These events record energy that has traveled twice through the uppermost crust, and can therefore help constrain its structure. Even in areas that do not exhibit a high-amplitude multiple, doubly refracted energy may still significantly modify primary phases at large ranges, and must therefore be included in the synthetic calculations. The second modification is that the source waveform was attenuated prior to its convolution with the WKBJ seismograms to simulate the effects of travel through layer 2A (the WKBJ calculation does not model attenuation). Intrinsic attenuation is a frequency dependent relation given by,

\[ S'(\omega) = S(\omega) \cdot \exp\left(\frac{-\omega d}{QV}\right) = S(\omega) \cdot \exp\left(\frac{-\omega T}{2Q}\right) \]  

(6.1)

where \( S \) and \( S' \) are the original and attenuated waveforms, respectively, \( Q \) is the attenuation coefficient, \( \omega \) is frequency, \( d \) is layer thickness, \( V \) is layer velocity, and \( T \) is the two-way travel time through that layer. Recent estimates of \( Q \) in layer 2A range from 11 to 22 [Christeson et al., 1994b; Wilcock et al., 1992]. These values are low enough to significantly modify the waveforms traveling through an extrusive layer of geologically reasonable thickness. Since all of the windowed events (except for "2ap" in supergather I1) enclose energy that has turned at or below the base of layer 2A, we use the attenuated waveform shown in Figure 6-5.

In addition to analyzing the velocity structure at specific locations, a seismic profile that includes these study sites was generated along each line (grey regions in Fig. 6-2). A coarse stacking velocity model was constructed every 250 m (i.e., 20 CDPs) by testing moveout velocities at 0.25 km/s increments between 1.5 and
Figure 6-5: Original and attenuated source waveform used by the GA to analyze data from the MARBE survey. The original waveform was constructed by appropriately shifting and summing the near vertical incidence seafloor reflections along several sections of the survey (black lines or symbols in Figure 6-1). The effect of traveling twice through a typical layer 2A ($h = 300$ m, $V_p = 2.5$ km/s, $Q = 15$ in this case) is contained in the attenuated waveform.

2.1 km/s on constant velocity stacks, and by consulting the GA supplied velocity functions. This velocity field was then used to construct the seismic profiles. Final stacks include information from only a limited set of ranges: 1.2–3.6 km for line G, 0.8–3.2 km for line H, 0.6–3.0 km for line I, and 1.0–3.4 for line L. Near-offset traces were omitted to enhance the amplitudes of refracted events relative to the seafloor and other reflections. Large ranges were not included because the nonhyperbolic moveout of upper crustal refractions turning within the high-velocity gradient tends to excessively distort far-offset energy during the stacking process [Harding et al., 1993; Vera and Diebold, 1994]. Final stacks were time migrated with the 45° finite difference algorithm of Brysk [1983], which was chosen for its ability to handle steep dips and lateral velocity variations.
6.3 Results

Upper crustal refractions were recorded and identified at all of the selected locations. For a detailed discussion on the geometry and origin of refracted energy turning within the upper crust, see Chapter 5. The shoaling of the inner valley floor toward the center of OH-1 (Fig. 6-2) allows us to record upper crustal refractions in this area. A high-amplitude retrograde “2A” event, representing energy that turned within a steep velocity gradient, was clearly recorded in the two supergatheres chosen from this area (Fig. 6-3a,b). Prograde “2B” energy from beneath this transition emerges from the seafloor reflection only at the farthest offsets. The successively elevated terraces east of the rift valley allow more refractions to fall within the 4 km aperture of the streamer. Line H supergatheres from the intermediate terrace record shallower layer 2A refractions prior to the seafloor reflection and capture more 2B energy than their rift valley counterparts (Fig. 6-3 c,d). Line I is sufficiently shallow to allow the majority of upper crustal refractions to be recorded in front of the seafloor event (Figs. 6-3e,f), including prograde energy from immediately beneath the seafloor—“2ap” (Fig. 6-3e). In addition, two distinct retrograde 2A branches were identified in supergather I1, and a 2A multiple was recorded in supergather I2. West of the rift valley, the deepening of line L to the north is manifested in the successive delay of 2A energy relative to the seafloor event (Fig. 6-4). No refractions were identified behind the seafloor reflection in the northernmost supergather (Fig. 6-4e). All identified refractions were modeled during the GA analysis, the results of which are summarized in Table 6.2.

6.3.1 Velocity Models

The two study sites along line G are located 3.25 km apart, and lie within a smooth section of seafloor midway between the median valley ridge and the first bounding fault to the east (Figs. 6-1 & 6-2). This region is documented by Bideau et al. [1996] as being the currently active volcanic depocenter. According to the inversion results,
Table 6.2: Summary of Inversion Results

<table>
<thead>
<tr>
<th>Location ID</th>
<th>Age (Myr)</th>
<th>Layer 2A Thickness (m)</th>
<th>Extrusive Transition Zone Gradient 6 km/s</th>
<th>Transition Depth to 6 km/s</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Low-Velocity Interval</td>
<td>Total Zone</td>
<td></td>
</tr>
<tr>
<td>G1</td>
<td>0.0</td>
<td>161</td>
<td>417</td>
<td>578</td>
</tr>
<tr>
<td>G2</td>
<td>0.0</td>
<td>181</td>
<td>228</td>
<td>409</td>
</tr>
<tr>
<td>Mean</td>
<td></td>
<td>171</td>
<td>323</td>
<td>494</td>
</tr>
<tr>
<td>H1</td>
<td>0.7</td>
<td>377</td>
<td>74</td>
<td>451</td>
</tr>
<tr>
<td>H2</td>
<td>0.7</td>
<td>239</td>
<td>73</td>
<td>312</td>
</tr>
<tr>
<td>Mean</td>
<td></td>
<td>308</td>
<td>74</td>
<td>382</td>
</tr>
<tr>
<td>I1</td>
<td>1.6</td>
<td>291</td>
<td>456</td>
<td>747</td>
</tr>
<tr>
<td>I2</td>
<td>1.6</td>
<td>238</td>
<td>235</td>
<td>473</td>
</tr>
<tr>
<td>Mean</td>
<td></td>
<td>265</td>
<td>346</td>
<td>610</td>
</tr>
<tr>
<td>L1</td>
<td>1.9</td>
<td>325</td>
<td>26</td>
<td>351</td>
</tr>
<tr>
<td>L2</td>
<td>1.9</td>
<td>311</td>
<td>39</td>
<td>350</td>
</tr>
<tr>
<td>L3</td>
<td>1.9</td>
<td>67</td>
<td>218</td>
<td>285</td>
</tr>
<tr>
<td>L4</td>
<td>1.9</td>
<td>396</td>
<td>32</td>
<td>428</td>
</tr>
<tr>
<td>L5</td>
<td>1.9</td>
<td>257</td>
<td>250</td>
<td>507</td>
</tr>
<tr>
<td>Mean</td>
<td></td>
<td>271</td>
<td>113</td>
<td>384</td>
</tr>
</tbody>
</table>

*Upper 50 meters
both locations exhibit a thick (160-180 m), low-velocity (2.3 km/s) surficial layer overlying an even thicker transition to layer 2B velocities (Fig. 6-6). However, from south (G1) to north (G2), the transition zone thins by nearly half, thereby raising the velocity gradient over this interval significantly (Table 6.2). We define layer 2A as both the low-velocity layer and the transition zone. Our calculations therefore yield an on-axis layer 2A thickness of 580 and 410 m, for locations G1 and G2, respectively. A detailed examination of the inversion results for supergather G2 (Fig. 6-7) shows that the best velocity model fits the data quite well in both waveform and travel time ($\phi = 17.2$, see Appendix A.2). Note that, according to the Hydrosweep centerbeam data and seismic amplitudes, the true seafloor reflection arrives after a strong out-of-plane arrival. Although energy turning within the surficial low-velocity interval is not directly recorded, its thickness and velocity are constrained by the location and slope of the 2A event, especially at large offsets. The data preclude seafloor velocities above 3 km/s, since energy turning within the uppermost crust would then be a first arrival (as in Fig. 6-3e). The minimum range to which the retrograde 2A branch retreats is determined by the severity of the underlying transition zone. In supergather G2, a relatively weak velocity gradient places the caustic at a large range of $\sim2.3$ km. This effect is more pronounced at site G1, where the gradient is even more subdued (Fig. 6-3a). Finally, the location and slope of the 2B branch record information on the velocity and depth of material below the transition zone. Although little of it precedes the seafloor reflection, the 2B branch is sufficient to constrain the shallow properties of this layer.

On the eastern terrace (line H), one study location is adjacent to a cluster of small seamounts, while the second is 2 km southeast of the platform edge, near the inside corner high. Both exhibit extremely high velocities ($> 6$ km/s) within a few hundred meters of the seafloor (Fig. 6-8). Basement velocities are slightly higher (2.6 km/s), and thicknesses of the low-velocity layer are significantly greater (380 and 240 m thick, respectively) than on-axis. The transition zones of both span over 2.5
Figure 6-6: Mean final velocity models for the two study sites along on-axis line G. Structure deeper than 800 m was generally not modeled in this study. Grey shading delineates the one standard deviation error bound. These models show a ~200-m-thick low-velocity layer overlying a transition zone of comparable or greater thickness. The base of layer 2A (i.e., gradient) is picked by eye, and marked by an arrow along each curve. The gradual transition in the G2 velocity model makes the location of this horizon difficult ("?").
Figure 6-7: GA inversion results for on-axis supergather G2. (top) Waveform comparison between the best fitting model (thick) and data traces (thin). A vertical bar separates trace windows. To maintain computational efficiency, every fourth trace of the 2A event and every second trace of the 2B event was used to calculate the misfit. The row of integers corresponds to the number of samples each synthetic trace was shifted to achieve optimal fit, $\phi$. (bottom) Travel time curves for the mean final model in Figure 6-6, superimposed on the data seismograms. Unlike Figure 6-3, arrivals preceding and following the seafloor event are plotted at the same scale. No multiples were included in the forward models. Windows enclosing the selected refractions are shaded grey and labeled accordingly.

The close match between them, especially along the 2B branch (Fig. 6-9). Extremely high velocities near the seafloor are responsible for the shallow slope of this event at both study sites.

Both study locations along line I flank Eulália volcano (Fig. 6-1), but as is evident from their corresponding supergathers (Fig. 6-3e,f), they exhibit remarkably different
Figure 6-8: Same as Figure 6-6, except for the two study sites along eastern terrace line H. Both models exhibit a transition from extrusive velocities (<3 km/s) to values >6 km/s within a few hundred meters of the seafloor. An interval of layer 2B velocities is found at H1, but is quite thin.

seismic structures (Fig. 6-10). Whereas the transition zone on the northern flank lies beneath a 240-m-thick low-velocity (<3 km/s) layer and exhibits a weak undulation in velocity gradient, it is distinctly double-stepped beneath a slightly thicker, higher velocity layer (>3 km/s) on the southern flank. Both models reach comparable layer 2B velocities at depth (470 and 750 m, respectively), and contain a thickened, seismically faster surficial layer than on-axis. The first refracted arrival (“2ap”) at location H1 is tangent to the seafloor reflection, and therefore records energy that has turned in the shallowmost crust (Fig. 6-11). Its slope is a direct measurement of the
Figure 6-9: Same as Figure 6-7, except for eastern terrace supergather H1. Every fourth trace (including the 2B event) was used to calculate the misfit. Synthetics did include multiples, which are shown as white-in-black curves on the travel time plot.

seafloor velocity, yielding a value of 3.1 km/s. Since velocity generally increases with depth, it is geologically reasonable that no high-slope refracted phases are observed, and that the majority of energy is recorded well in front of the seafloor reflection. The double-step structure at this location is constrained by the split 2A branch located behind the seafloor reflection and by the bright triplication amplitudes at 3.1–3.4 km range. However, the complicated seismic pattern that is generated by the overlap of several refracted phases within a short time interval makes an accurate determination of the transition zone structure difficult (Fig. 6-10). The fact that the travel times of the mean final model do not extend back to the two windowed caustics observed in the
Figure 6-10: Same as Figure 6-8, except for the two study sites along eastern rift mountain line I. Whereas I2 displays a single-step transition to layer 2B velocities, I1 exhibits a wider, two-step transition. Note, however, the greater uncertainty associated with the latter.

data (Fig. 6-11) indicates that the two high-gradient intervals may be sharper than predicted. Keep in mind that the mean final model is a weighted sum of all trials during a GA simulation [Ch. 5], and may therefore be a smoother function than any of the individual models used to construct it. Regardless of specific structure, however, the delayed 2B arrivals alone prescribe the existence of an extremely thick transition zone at site I1. The early arrival of layer 2B energy at site I2 (Fig. 6-3f), and the existence of the 2A caustic (and its multiple) at close range, constrain layer 2A, including the transition zone, to be thinner than at I1.

Line L, shot along a ridge in the western rift mountains, contains five closely spaced
study sites that descend toward the Oceanographer fracture zone in the north (Figs. 6-1 & 6-2). Only 2 km separate the two southern locations (L1 and L2) which contain crust generated near the segment center and exhibit a very similar seismic character. Best fitting models for both areas consist of a 310–330 m thick low-velocity interval overlying an extremely sharp transition zone (Fig. 6-12). However, differences do exist within the uppermost crust. Not only does L1 exhibit a seafloor velocity 0.5 km/s higher than at L2, it also contains a secondary structure near the base of the
Figure 6-12: Same as Figure 6-10, except for the five study sites along western rift mountain line L. Error bounds are not shown, but are similar to those for the rift valley models. Each arrow matches the line pattern of its associated velocity function. The two most closely spaced sites, L1 & L2, predict the same layer 2A thickness and 2B structure, but exhibit different velocities in the uppermost interval. From a velocity and thickness minimum at the center of the profile (L3), Layer 2A thickens substantially to the north.

low-velocity interval. This thin, intermediate layer generates a small triplication that modifies the amplitudes of the 2A event just in front of the seafloor reflection (Fig. 6-13). The small data misfit in Figure 6-13 exemplifies the excellent correlation between our final models and the data throughout line L. Sites L3 through L5 demonstrate a thickening of layer 2A toward the inactive transform. It is thinnest at L3, where low velocities extend only 70 m below the seafloor before increasing to layer 2B velocities at 280 m in depth. The 2.4 km/s seafloor velocity of this area is comparable to that
Figure 6-13: Same as Figure 6-11, except for western rift mountain supergather L1.

within the rift valley. Layer 2A is thickest at L5, where the depth extent of the
surficial low-velocity interval (260 m) and that of the transition zone (250 m) are
nearly identical. Except for L3, every study location displays a thicker surficial layer
and a steeper velocity transition than on-axis (Table 6.2).

6.3.2 Seismic Profiles

Conventionally processed CDP sections were generated along each of the four seismic
lines. In every case, laterally continuous features were resolved on a scale of several km
within the uppermost crust. This represents the first successful imaging of structure
within the extrusive crust at the MAR [Detrick et al., 1990; Calvert, 1997; Smallwood and White, 1998]. The clarity and continuity of these seismic images were aided by the shallow water depths associated with the Azores hotspot and by the subdued along-isochron topography; seafloor slope rarely exceeds 5 degrees. The GA-deduced velocity models were converted to functions of two-way travel time (Fig. 6-14) and then placed within the seismic profiles to check for consistency between these methods and to correlate the imaged seismic horizons with specific velocity contrasts. The locations and optimal moveout velocities of these horizons were found to correspond well with those predicted by the individual models (Fig. 6-14).

Along the shallowest portion of the inner valley (Fig. 6-2), a continuous seismic horizon was imaged 0.2–0.4 s below the seafloor (Fig. 6-15a). This diffuse, long-wavelength event spans up to 0.2 s in travel time and corresponds to the base of the wide transition zone predicted for both study sites. Moveout velocities match predicted values of 1700–1800 m/s (Fig. 6-14). Except for a slight shoaling and focusing to the north near G2, this horizon exhibits no resolvable along-axis variations in either depth or frequency content.

In contrast to the rift valley, the eastern terrace exhibits a more complicated structure (Fig. 6-15b). Beneath H1, near the inside corner high, a diffuse band of coherent energy corresponds with the double-step transition to the 6.5 km/s velocities observed in the GA results (Fig. 6-8). A deeper, stronger event merges with this horizon near CDP 1785, and continues shoaling to the south until it is lost in a short data gap. On the far side of this gap, an event is imaged just beneath the seafloor throughout the central portion of line H. Not until it reaches a cluster of seamounts to the south does it plunge well beneath the seafloor. The final models for H1 and H2 confirm that material beneath this horizon exhibits velocities above 6 km/s at those locations. It is extremely unlikely that this event is the result of sideswipe from an out-of-plane diffractor. Not only do its optimal moveout velocities vary systematically with depth (1500–1800 m/s), but a probable candidate that would generate such a
Figure 6-14: True velocity (a,c,e,g) and corresponding RMS, or moveout, velocity (b,d,f,h) for each study site. Both have been converted to functions of travel time. These model moveout velocities aid in the conventional processing of CDP data by providing benchmarks from which optimal stacking velocities can be found. The true velocities are useful in interpreting the lithostratigraphy of not only these discrete sites, but of an entire seismic line.
Figure 6-15: Stacked seismic sections along portions of a) on-axis line G, b) eastern terrace line H, c) eastern rift mountain line I, and d) western rift mountain line L, the lateral extents of which are shown in Figure 6-2. These sections were migrated with a 45° finite difference algorithm [Brysk, 1983], and include traces only between ranges of 1.2–3.6, 0.8–3.2, 0.6–3.0 and 1.0–3.4 km, respectively. Positive amplitudes are dark, and negatives are white. Bathymetry, as recorded by the centerbeam of coincident Hydrosweep data, is plotted on top of the seismically imaged seafloor, above which amplitudes are muted. Except for a short data gap in line H, these panels represent continuous full-fold MCS sections, and contain all study sites. The GA-derived velocity functions are drawn at each location, with vertical bars representing the hand-picked layer 2A thicknesses (Figs. 6-6, 6-8, 6-10 & 6-12). Note the consistent agreement between these thickness estimates and the presence of a coherent seismic horizon.
Figure 6-15: (continued) Along three of the lines (G, I & L), the layer 2A event lies at a relatively uniform depth, but is less sharply defined on-axis (G) and along the southern part of line I. The unusual subsurface reflectivity pattern of line H is accompanied by extremely shallow high-velocity material. Site H3 was analyzed by hand. Relative to panel (a), vertical exaggeration increases threefold to (b), and twofold to (c) & (d). Dip diagrams show a reference seafloor slope of 0°, 3°, and 6°.
continuous feature can not be found in the bathymetric data.

To test whether high-velocity material is also responsible for the shallow reflectivity pattern near the center of line H (Fig. 6-15b), we examined several supergathers from that area. Figure 6-16 shows that upper crustal energy in this region crosses the seafloor reflection at shot-receiver offsets of <2 km—a full kilometer closer than observed elsewhere along the line. The slope of this event and its near tangency to

![Figure 6-16: Travel time modeling results for the line H site marked by a star in Figure 6-15b. Upper panel shows the travel times of the hand-fit model plotted on top of the data seismograms. Numbered events correspond to velocity transitions in the best fitting velocity model (lower panel). Note the thick section of 4 km/s material underlying an extremely thin (20 m) low-velocity layer, and the early first arrival it generates.](image)
the seafloor reflection are indicative of shallow, high-velocity material. Its sudden disappearance at large ranges signals the presence of a shadow zone, created by an underlying iso-velocity or negative gradient interval. Since the GA is prescribed to model only positive velocity gradients, it was not used to analyze this complicated structure. Instead, we hand-modeled the travel times of the four main seismic events that precede the seafloor reflection (Fig. 6-16). Our results show that, although velocities of nearly 4 km/s are present beneath a 20-m-thick veneer of low-velocity material, velocities above 6 km/s are only found at depths greater than 1.4 km. The deep transition to 6.4 km/s material is constrained by the high-velocity event (#4 in Fig. 6-16), which is considerably delayed in comparison to study sites H1 and H2 (Fig. 6-3c,d). Since this event lies entirely in front of the seafloor reflection, the inherent limitations of the normal moveout process prevent it from being imaged in the seismic profile (Fig. 6-15b). Similarly, the intermediate transition to 4.8 km/s velocities is only weakly imaged at 0.3 s below the seafloor. If our interpretation is correct, then we have imaged a continuous seismic horizon underlain by 4 km/s material in the center of the terrace and >6 km/s material near its northern and southern extremities.

Line I images a more uniform subseafloor structure than along the adjacent terrace. A single, continuous event 0.2–0.3 s beneath the seafloor clearly links the uppermost velocity gradient at site I1 to that of I2 (Fig. 6-15c). This event is most sharply defined directly beneath the seamount edifice (CDP 1285), and gradually thins to the north as it becomes weaker and more corrupted by the residual energy from a rougher seafloor. To the south, the event gradually thickens into a broad zone of coherent energy. As the thick transition interval of I1 indicates, the diffuse character of this event along the southern flank of Eulália seamount is the result of energy turning within a shallow velocity gradient over a large depth interval. In fact, this event is best focused by a 100 m/s difference in moveout velocity from top to bottom (Fig. 6-14).
The western rift mountain line L also displays a continuous seismic event, which connects the transition zones of all five study sites (Fig. 6-15d). Situated ~0.2 s beneath the seafloor over a majority of the line, this horizon traces the depth of material with velocities of 3–4.8 km/s over a lateral distance of 17 km. The thinning of the uppermost layer near L3 is not apparent in the travel time section, since the depressed surficial velocities in this area (Fig. 6-12) counteract the effects of thinning. The predicted thickening of this layer to the north, however, is documented in the seismic profile, especially from CDP 1785 northward toward the fracture zone, where the upper crustal event plunges to 0.3 s below the seafloor. From a value of 1650 m/s at site L3, the optimal stacking velocity for this horizon increases to 1825 and 1750 m/s in the north and south, respectively. This progression of moveout velocities confirms the pattern of thinning and/or slowing of the surficial layer toward the center of the profile, and substantial thickening to the north (compare to Fig. 6-14). Similar to line I in the east (Fig. 6-15c), this profile images a more focused upper crustal event (i.e., sharper transition zone) than does on-axis line G (Fig. 6-15a).

6.4 Discussion

Conventional CDP processing images a single seismic horizon within the upper kilometer of crust at segment OH-1. This horizon is laterally continuous on a scale of tens of kilometers, and, with the exception of line H, corresponds to a sharp velocity increase from \( \leq 3 \) to \( \geq 5 \) km/s. Following the nomenclature established by Houtz and Ewing [1976] and adopted by subsequent studies at the EPR, we define the horizon imaged in the seismic sections, and resolved by the velocity analyses, as the base of layer 2A, which is underlain by layer 2B.

What are the geological properties responsible for generating this seismic horizon? As discussed in the previous chapter, porosity is the dominant factor controlling seismic velocities within the upper crust. The shallow crustal event documented both
on- and off-axis is therefore most likely a porosity horizon, which may exist within
the volcanic section as either a mechanical compaction boundary [Spudich and Orcutt, 1980], a hydrothermal precipitation or cracking front [Rohr et al., 1988; Wilkens et al., 1991] or a transition from rubbly to more massive lava flows [Harding et al., 1989]. However, it is difficult to convincingly associate the layer 2A/2B transition with an intra-volcanic porosity boundary (see Christeson et al. [1996] & Chapter 5). Our preferred model is that this horizon is controlled by the lithological transition from extrusives to sheeted dikes [e.g., Herron, 1982; Vera and Diebold, 1994; Christeson et al., 1996], with seismic velocity closely corresponding to the ratio of dike to extrusive material [Ch. 5]. This is especially true for the near-ridge environment, where hydrothermal processes have not yet modified the porosity structure significantly (e.g., Hole 504B [Becker et al., 1988]).

A comparison of the velocity functions obtained in this study with those from others provides useful information about the formation pattern of extrusive crust at different spreading rates (Fig. 6-17). On-axis, the analysis of Purdy and Detrick [1986] is the only other MAR study to provide detailed seismic constraints on the upper kilometer of crust. A comparison of our line G velocities with theirs yields a similar layer 2A thickness, but different transition zone widths (Fig. 6-17a). The velocity discontinuity of Purdy and Detrick [1986], however, is not an indication of true geology, but is rather a consequence of modeling only arrivals that precede the seafloor event. Our results more closely match those from the Juan de Fuca Ridge [Cudruck and Clowes, 1993; McDonald et al., 1994] (Fig. 6-17a). The agreement of site G2 with the model of McDonald et al. [1994], in particular, suggests that the shallow zero-age structure of intermediate spreading crust is quite similar, on average, to that of slow spreading ridges. Both exhibit a thick (≥200 m) low-velocity interval within a layer 2A that is 350 m thick or greater. With the exception of site L3, we resolve a consistently thicker surficial low-velocity layer off-axis than within the rift valley (Table 6.2). No such systematic transition to a distinct off-axis structure
Figure 6-17: (a) On- and (b) off-axis comparison of upper crustal velocity structure between the superfast spreading southern East Pacific Rise (EPR), intermediate spreading Juan de Fuca Ridge (JDF), and slow spreading Mid-Atlantic Ridge (MAR). The only detailed model of the upper kilometer of MAR crust is that of [Purdy and Detrick, 1986]. The JDF models of Cudrak and Clowes [1993] and McDonald et al. [1994] are 1-D averages of their entire survey areas, and are therefore plotted in both panels. EPR models are from Harding et al. [1989], Vera et al. [1990] and Chapter 5 of this thesis (Line 17-Supergather 14 & Line 13-Supergather 12). Note how the shallow transition zone at the EPR deepens off-axis to match the velocity structure observed at slower spreading rates more closely.
was detected at the JDFR by Cudrack and Clowes [1993] or McDonald et al. [1994], and no other data from the MAR are available for comparison. In contrast to these ridges, the EPR displays a thin (60–120 m) on-axis interval of low velocities (Fig. 6-17a) that thickens by over 300% to either meet or exceed the off-axis value of all other spreading centers (Fig. 6-17b). Consequently, this comparison suggests that the off-axis structure of the upper crust is quite similar across a wide range of spreading rates, whereas a distinct on-axis difference exists between the fast spreading EPR and other, slower spreading ridges.

6.4.1 Construction of the Upper Crust

Because of its uniform character and low velocities (generally <3 km/s), the surficial layer identified at all line G, I, and L study sites is likely to be entirely composed of high-porosity extrusives. Such low velocities indicate that the bulk porosity of this layer may exceed 20%, depending on the shape and distribution of void spaces [Spudich and Orcutt, 1980; Purdy, 1987; Wilkens et al., 1991; Berge et al., 1992; Jacobson, 1992]. If the underlying transition zone represents an increased dike fraction with depth, then our seismic measures (Table 6.2) provide constraints on the extrusive emplacement process at slow spreading ridges.

Seafloor observations [e.g., Ballard and Van Andel, 1977; Chadwick et al., 1995; Lawson et al., 1996] and kinematic models [Cann, 1974; Dewey and Kidd, 1977; Kidd, 1977; Pálmason, 1980; Hooft et al., 1996] have established that the bulk of extrusive crust is built by dike injection and lava extrusion within a neovolcanic zone at the spreading axis, be it within a summit trough (EPR) or along a median valley ridge (MAR). However, the lateral deposition of lava flows produces a zone of volcanic accretion that is wider than the off-axis extent of dike emplacement. The surficial layer of pure extrusives, therefore, represents the volume of lavas emplaced outside the zone of dike intrusion, while lavas that share the velocity transition with the dikes were emplaced within this zone.
The surficial layer is generally thicker in the rift mountains than within the rift valley. This may indicate that a significant portion of the extrusive section is built outside the valley floor. The chain of seamounts extending off-axis from the segment center provides ample evidence for near-axis volcanism [Bideau et al., 1996]. However, the 25 km lateral extent of the thickened volcanic layer along line L contrasts sharply with the localized thickening of this layer near the seamounts along lines H and I (Fig. 6-15b,c), indicating that seamount volcanism alone is insufficient to explain the off-axis thickening of layer 2A.

Other factors are more likely to contribute to the observed thickness difference between lines G and L. One argument is that extrusive thickness varies considerably within the rift valley, as suggested by Barclay et al. [1998]. If line L follows along a relict neovolcanic ridge (a past locus of basaltic construction) then the measured extrusive layer may be thicker than in adjacent seafloor that was created contemporaneously in the rift valley. Line G was acquired in the eastern trough of the median valley floor, and may therefore record a thinner extrusive section than at the constructional ridge or against the eastern bounding fault, where lavas may pond. Tectonic controls on volcanic emplacement are considerable [e.g., Macdonald and Luyendyk, 1977; Kappel and Ryan, 1986; Carbotte et al., 1997], and likely to be important factors in determining the volume of extrusives deposited on any given parcel of crust. Such a process is exemplified by the juvenile bounding fault that has bisected the constructional ridge and may be preventing further deposition of lavas in the western trough. An episodicity to bounding fault generation (see Macdonald and Luyendyk [1977] and Hussenoeder et al. [1996b]) would produce sections of crust that have spent different amounts of time in the rift valley, and hence exhibit different extrusive thicknesses. If uncharacteristically thick, the volcanic layer along line L may be part of a crustal block that experienced a lengthy residence within the inner valley floor. While these factors may significantly affect the final thickness of extrusives at a given location, it is difficult to ascertain their relative importance without further studies. It must
be noted, however, that the primary process of cumulatively building a basaltic pile is still active in the eastern trough. It is reasonable to suggest that the extrusive crust there will simply continue to build until it is rafted out of the inner valley by a juvenile bounding fault, perhaps reaching a thickness comparable to that measured in the rift mountains.

Although line G clearly images a relatively constant thickness extrusive section along the rift valley floor (Fig. 6-15a), it does not measure the geometry of this layer across the inner valley. Cross-axis constraints for this area, albeit lower resolution, come from tomography results, which show that layer 2A exhibits no systematic trends in thickness across the inner valley [Barclay et al., 1998]. A uniform extrusive thickness may indicate that the axis of volcanism is highly unstable within a wide zone of dike injection \((r < 2, \text{ see Eq. 5.2})\), possibly encompassing the entire inner valley floor. However, such a model would predict an extremely thick transition zone and a thin or non-existent low-velocity layer (see Pålsson [1980] and Hooft et al. [1996]).

The fact that, along line G, nearly 200 m of pure extrusives overly a transition zone of comparable thickness to that at fast spreading ridges (Fig. 6-17a) indicates that a wide zone of lava deposition, not dike emplacement, is responsible for the thickness pattern we observe in the rift valley. Although quantifying the emplacement dynamics in this area is not possible with the limited information available to us, it is clear that a large portion of the inner valley floor lies outside the zone of dike injection, but within the zone of lava deposition. The absence of an observable off-axis thickening at the JDFR [Cudruck and Clowes, 1993; McDonald et al., 1994] suggests that volcanic accretion at intermediate spreading ridges \((50-100 \text{ km/Myr full rate})\) may be quite similar to that at the MAR.

The morphologic similarity of the ridge beneath line L to those within the rift valley of slow spreading ridges indicates that it may be a volcanic constructional feature that has been rafted into the rift mountains relatively intact [D. K. Smith, personal communication, 1998]. Both seismic reflectivity (Fig. 6-15d) and velocity
results (Fig. 6-12) along this line show evidence for a substantial deepening of the layer 2A event toward the Oceanographer fracture zone. Although a tectonic thickening of layer 2A due to enhanced fracturing near the inactive transform can not be ruled out, we see no reason for fracturing to cease abruptly enough within a lithologic unit to generate an observable seismic horizon. The deepening horizon more likely records a thickening volcanic layer. Yet, a larger volume of extrusives near the northern end of this segment is counter to models of focused magmatic accretion [e.g., Lin and Phipps Morgan, 1992], which predict a thicker crust and a more direct melt supply to the seafloor near the shallow segment center. Crustal thickness estimates from seismic refraction experiments [Sinha and Louden, 1983; Canales and Detrick, 1998; Hooft et al., 1997b; Hosford et al., 1998] and gravity measurements [Detrick et al., 1995], as well as submersible observations of the inner valley [Bideau et al., 1996], support a model of focused accretion. We therefore postulate that the thickening of layer 2A toward the Oceanographer fracture zone along line L is the result of along-axis transport of magma away from the segment center by lateral dike injection. Unfortunately, the deepening of the rift valley toward the transform prevented the limited aperture of the multichannel streamer from documenting a possible thickening of layer 2A in crust that is currently forming. However, side-scan sonar imagery south of the Atlantis transform, find evidence that eruptive features near the transform were fed by a magma source closer to the segment center [Smith et al., 1998]. They postulate that this process may be controlled, in part, by the steep slope along the rift valley axis. Kilauea volcano, Hawai‘i is a paradigm of lateral melt transport along a centrally supplied rift zone [e.g., Tilling and Dvorak, 1993]. Here, rifting events have transported large volumes of melt downslope for distances over 100 km, forming the submarine Puna Ridge. The average slope between the transform valley the center of OH-1 is 52 m/km, steeper than most MAR segments, including that studied by Smith et al. [1998], and comparable to that of Puna Ridge. Based on the off-axis seismic evidence, we suggest that some subsurface redistribution of melt is occurring along
the rift valley, which may thicken layer 2A away from the segment center. This is in contrast to the EPR, where the subdued segment-scale bathymetry and presence of a nearly continuous magma sill reduce the likelihood that lavas erupted near segment offsets originate at their centers.

Rock magnetization [Johnson and Atwater, 1977; Bleil and Peterson, 1983] and magnetic anomaly studies [Blakely, 1983; Wittypenn et al., 1989] present strong evidence that the highly magnetic pillow basalts are the major contributor to marine magnetic anomalies in juvenile crust. If the extrusive section does carry the bulk of the crustal magnetic signature at young ages, then a thickening of layer 2A may be partly responsible for the strengthening of the axial magnetic high toward the distal ends of this segment [A. H. Barclay; A. Hosford, unpublished data] and others along the MAR [e.g., Hussenoeder et al., 1996b; Weiland et al., 1995]. The cross-axis character of magnetic anomalies are often interpreted in terms of layer 2A thickness variations [Tivey and Johnson, 1993; Gee and Kent, 1994; Schouten et al., 1998], but along-axis trends are typically associated with other factors, including lava chemistry [Vogt and Johnson, 1973; Christie and Sinton, 1981; Sempéré, 1991], thermal effects [Grindlay et al., 1992], serpentinite [Pockalny et al., 1995], and valley wall proximity [Hussenoeder et al., 1996b]. The northern end of line L suggests that layer 2A thickness variations may also be important in determining the along-axis character of magnetic anomalies at the MAR.

6.4.2 Maturation and Modification of the Upper Crust

Table 6.2 documents an increase in velocity with age for the extrusive section. This phenomenon has been observed at both fast [e.g., Greuemeeyer and Weigel, 1997] and slow spreading ridges [Purdy, 1987], and is commonly attributed to the gradual cementation of small-scale porosity with hydrothermal precipitates [Houtz and Ewing, 1976; Wilkens et al., 1991; Jacobson, 1992]. By comparing our results to the velocity-age relationship developed for young (<10 Myr-old), fast-spreading crust [Ch. 5],
we find that the off-axis increase in extrusive velocities determined by this study is more subdued than at the EPR (Fig. 6-18). The curve that best fits the most recent observations at the MAR [Purdy and Detrick, 1986; Purdy, 1987; this study] in a least squares sense is defined by an error function [Grevemeyer and Weigel, 1996],

$$V_p(t) = V_0 + \alpha \int_0^t \exp(-\beta t^2) dt \tag{6.2}$$

where the zero-age velocity ($V_0$) is 2.35 km/s, and the two constants ($\alpha$ and $\beta$) are 0.26 and 0.002, respectively. Unlike a $t^{3/2}$ function, which best fits the EPR data, this curve describes a nearly constant velocity increase in the first 10 Myr (Fig. 6-18).

Such a gradual change may indicate that hydrothermal processes are less vigorous and/or pervasive in the near-ridge environment at slow spreading rates. Hydrothermal vent fields are observed at the MAR, but are often localized by tectonic features [e.g., Kleinrock et al., 1996]. The lack of a detectable magmatic heat source in slow spreading environments [Detrick et al., 1990] also supports a model of decreased hydrothermal activity. The difference in velocity-age curves may also reflect the greater offset between apparent crustal age (from spreading rate) and the true age of extrusives at slow spreading ridges. Particularly if the neovolcanic zone spans the entire valley floor, which encompasses hundreds of kyrs of spreading history, the uppermost lavas will consistently be of a younger age than their off-axis location suggests, thereby flattening the velocity-age relationship. The paucity of high-quality data at the MAR, however, makes an accurate determination of the velocity-age function difficult. Clearly, additional studies are required to better constrain the age dependence of extrusive velocities at slow spreading ridges.

According to volcanic emplacement models [e.g., Hooft et al., 1996], the transition zone thickness may be used as a measure of focused accretion. The wider the zone of dike injection, the thicker the depth interval over which volcanics are permeated with higher velocity dike material. The thick transition zone measured in the rift valley (Figs. 6-6 & 6-15a) indicates that the area of dike injection is fairly wide,
Figure 6-18: P-wave velocity in the extrusive section as a function of crustal age. Refraction results are separated by decade: 1970–1979 (○) [Keen and Tramontini, 1970; Francis and Porter, 1973; Rowlett et al., 1974; Whitmarsh, 1975, 1978], 1980–1989 (▽) [White and Purdy, 1983; White and Whitmarsh, 1984; Purdy and Detrick, 1986]. Also shown are results from sonobuoys (□) [Poehls, 1974; Barrett and Purdy, 1979], the on-bottom work of Purdy [1987] (●), and this study (★). Few determinations of upper crustal velocity have been made at the MAR, particularly in the last decade (filled symbols). Only these recent results were used in the least squares inversion. The best fitting functions for the MAR (thick curve) and EPR (thin curve) [Ch. 5] are shown. The inset plots the data of the larger, log-scale graph as a linear function of age.
although the presence of a well-established surficial layer shows that it is certainly narrower than the inner valley floor (<5 km). Outside of the rift valley, particularly along line L, we image a sharper layer 2A event (Fig. 6-15)—the result of a thinner off-axis transition zone (Table 6.2). In order to treat the off-axis velocity transition as purely the result of volcanic emplacement, one must establish that post-depositional processes have not modified the velocity profile. This proves to be a difficult task, especially since hydrothermal processes have been linked to a well-established increase in extrusive velocities with age. It is also geologically unreasonable to relate the extremely thin transition zones at sites L1, L2 and L4 to a dike emplacement zone only a few tens of meters wide, since direct observations of the transition zone consistently measure thicknesses of 100 m or greater (see Chapter 5). Instead, we propose that hydrothermal processes may contribute to a thinning of the transition layer through the preferential deposition of alteration products at the base of the extrusives. The gradual interfingering of high-porosity volcanics and low-porosity dikes within the gradient zone may produce fluid channels that become increasingly impermeable with depth as the extrusive fraction decreases. By focusing hydrothermal fluids through a smaller volume of porous material, the transition zone may provide a more reactive environment in which porosity, and hence velocity, is rapidly altered. The presence of a metamorphic and permeability boundary, stockwork-like sulfide mineralization and significantly altered and demagnetized material in the pillow/dike transition at Hole 504B have led several authors to postulate that this interval was the locus of intense alteration near the ridge axis, where upwelling along fractures in the dikes mixed with cooler seawater circulating in the more permeable extrusive section [Alt et al., 1986; Smith and Banerjee, 1986; Becker et al., 1989; Pariso and Johnson, 1989]. Downhole geophysical logs record a sharper transition zone (50–100 m thick) than suggested by the lithology [Becker et al., 1988]. Similar effects are seen in the lower extrusive sequence of the Troodos, Cyprus and Bay of Islands ophiolites [Moores, 1982; Swift and Johnson, 1984; Johnson and Pariso, 1987]. In light of this argument,
it seems reasonable to suggest that the thicker transition zones at sites L3 and L5 are a more accurate record of the depositional process, possibly because of less active hydrothermal circulation, especially near the segment end.

What lithology is responsible for the high velocities observed in the shallow crust along line H? Two-ship refraction experiments at the East Pacific Rise show that layer 2B velocities typically increase from 5.0–5.8 km/s at shallow depths to 5.6–6.6 km/s deeper in the section [Vera et al., 1990; Harding et al., 1989; Kappus et al., 1995; Tolstoy et al., 1997]. The velocities we observe at the base of the transition zone along lines G, I and L correspond well with these shallow dike velocities. The dike section has also been shown to evolve off-axis. At 14°S on the EPR, on-axis velocities as low as 5.6 km/s are recorded for the impermeable lower dikes immediately above the melt sill [Hussenoeder et al., 1996a; Tolstoy et al., 1997], whereas in 6 Myr-old crust at Hole 504B, velocities of 6.5 km/s are reached near the center of the drilled sheeted dike section [Detrick et al., 1994]. Seismic layer 3, which corresponds to the gabbros of the lower crust, is characterized by velocities of 6.4–7.6 km/s and a shallower velocity gradient [Raitt, 1963; Shor Jr. et al., 1970; Christenson and Salisbury, 1975; Houtz and Ewing, 1976; White et al., 1992]. With the velocity overlap between these lithologies, it is difficult to determine whether the high-velocity material at sites H1 and H2 represents massive sheeted dikes and sills, or low-velocity, possibly tectonized gabbros. However, given the structural variability along line H, especially near the northern fault scarp and inside corner, we believe the latter to be more reasonable.

The heterogeneous structure along eastern terrace line H (Fig. 6-15b) certainly chronicles a constructional history quite different from the systematic deposition and maturation of extrusives expressed by lines G, I and L. Yet, its surface morphology gives little indication that it is anomalous [D. Smith, personal communication], and submersible dives, performed solely at the flanks of the seamount chain, record (not surprisingly) only volcanics. In contrast to these findings, recent tomographic images of this region reveal a shallow corridor of high velocities beneath the eastern terrace
It is extremely difficult to determine whether the upper crustal variability of the eastern terrace is volcanic or tectonic in origin. A thinner layer 2 may have formed while this section of crust was within the rift valley, if the ridge at that time was undergoing a period of volcanic quiescence. However, we would still expect a complete, albeit thinner, upper crustal sequence from extrusives to dikes to gabbros. Such a well-behaved structure is not recorded at sites H1 and H2 (Fig. 6-8), and the two, 700-m-thick units at site H3 exhibit velocities intermediate to those typical of the volcanic and dike sections. Alternatively, gabbroic material may be located at shallow depths within the crustal section by the mechanical removal of the volcanic carapace. Exposure of the lower crust by large-scale detachment faulting has been documented at several locations along the MAR, especially at inside corner highs [Tucholke et al., 1998]. The high-amplitude reflector dipping toward the active transform (Fig. 6-15b) may be associated with the tectonic upheaval of inside corner crust rather than a lithologic boundary determined at the time of emplacement. Mutter and Karson [1992] record numerous dipping reflectors in mature slow spreading crust and associate them with remanent detachment surfaces that were successively abandoned as crust spread away from the volcanic center. Another possibility is that this dipping horizon delineates a serpentinization front within the gabbroic section—a consequence of the increased exposure of lower crust and mantle to seawater [Cannat, 1993].

Regardless of geological interpretation, the upper crustal variability observed along line H and across the rift valley significantly affects the location and analysis of deeper structures. For example, the two-way travel time difference in the upper 500 meters between sites G2 and H3 is nearly 70 ms. Without an accurate estimate of upper crustal velocities, the effective resolution at deeper levels is severely compromised, be it a depth estimate of a lower crustal horizon or a tomographic velocity solution. We must stress, as does Harding et al. [1993], that an accurate model of the upper crust is essential to the interpretation of deeper structure, particularly in a highly variable
magmatic and tectonic setting such as the MAR.

6.5 Conclusions

This study represents the first detailed seismic analysis of extrusive crust at a slow spreading ridge in nearly a decade [Purdy, 1987]. Along with Chapter 5, it is also the first dedicated application of multichannel data to that subject. The velocity functions and seismic images we have generated provide valuable new information on the formation of the shallow crust at slow spreading ridges:

1. At least half, if not all, of the extrusive section is built within the inner valley floor. Off-axis seamounts locally thicken the volcanic pile, but can not account for average extrusive thickness variations with age. We propose that total extrusive thickness is governed instead by residence time and volcanic activity within the inner valley, which is in turn controlled by the episodicity of tectonic vs. magmatic extension (see Hussenoeder et al. [1996b]). Final off-axis layer 2A thickness (extrusive layer plus transition zone) typically ranges from 350–600 m, with moderate along-isochron variability (±100 m).

2. Three seismic profiles continuously image a layer 2A horizon (the first to be observed at a slow spreading center) that is associated with a sharp velocity increase. Its regular appearance indicates that large sections of the upper crust are built by systematic volcanic deposition and subsequently rafted out of the rift valley relatively intact. The highly variable structure and shallow presence of gabbroic (or lower dike) material along the eastern terrace of OH-1 suggest that the regular pattern of crustal construction can be disrupted by periods of volcanic quiescence and/or tectonic modification of the upper crust, especially near segment ends such as the inside corner.

3. Layer 2A is observed to thicken toward the Oceanographer fracture zone. This trend may be the result of significant along-axis magma transport, and has important
implications on the along-axis character of magnetic anomalies at the MAR.

4. The transition zone is significantly thinner in the rift mountains (<50 m) than within the rift valley (200–400 m). Thinning of the “seismic” transition may be achieved by enhanced hydrothermal mineralization (i.e., porosity reduction) in the zone of mixed dikes and extrusives.

5. It is hypothesized that porosity reduction due to hydrothermal alteration is responsible for the observed increase in extrusive velocities with age from 2.3 km/s on-axis to over 2.7 km/s within the young rift mountains.

A comparison of these results to those from other spreading ridges, particularly the fast spreading East Pacific Rise [Ch. 5], significantly increases our limited understanding about how spreading rate affects the construction and modification of upper oceanic crust. The major similarities and differences between our study area and faster spreading ocean ridges (EPR & JDFR) are as follows:

1. The thick layer of pure extrusives in the rift valley is similar to on-axis estimates for the intermediate spreading JDFR, but is at least twice as thick as at the rise crest of the EPR. This indicates that, although a similar total volume of extrusives is produced per kilometer of spreading at all mid-ocean ridges, the pattern of extrusive thickening at the fast spreading EPR may differ from that at the slower spreading MAR and JDFR.

2. The similar transition zone thickness between the MAR, JDFR and EPR (200-400 m) suggests that the zone of dike emplacement may be focused at all spreading ridges, and that processes affecting the deposition of lavas (i.e., fault damming, eruptive volume) may be responsible for the on-axis thickness differences observed.

3. In general, basement velocities increase more rapidly in fast spreading crust than in slow spreading crust. This may be a consequence of enhanced hydrothermal activity (i.e., porosity reduction) needed to cool the more volcanically active fast spreading centers.
Chapter 7

Conclusions

7.1 Synthesis of Results

This thesis describes the shallow magnetic and seismic structure of two contrasting mid-ocean ridges: the fast spreading East Pacific Rise and the slow spreading Mid-Atlantic Ridge. Our analysis was facilitated by the inversion techniques developed in this thesis. The direct inversion method of Chapter 2 allows us to maximize the sensitivity of near-bottom magnetics to the fine-scale variability of the magnetic source layer (layer 2A). With its ability to efficiently extract velocities from multichannel seismic data, the genetic algorithm (Appendix A) provides additional information about the internal structure of the upper crust. The seismic and magnetic constraints presented in this thesis have helped us to better understand the roles of volcanic, tectonic and hydrothermal processes at fast and slow spreading ridges.

The continuous AMC reflector observed along large portions of the East Pacific Rise is the subject of a detailed amplitude and waveform analysis in Chapter 4. The magma body thought to be responsible for this event is widely regarded as the primary source of melt erupted at the seafloor, and is therefore a key factor in the formation of the upper crust. At five sites along the EPR, we find that the magma sill is thin (<100 m) and crystal-rich. These properties may inhibit lateral magma transport along the
rise crest and restrict the volume of melt available for eruption. The variability of magma sill properties and their correlation with known and inferred eruptive events indicate that the magma sill is not a reflection of the long-term magma budget to the rise crest, but is rather a direct measure of the current volcanic state of the rise axis within its 10- to 100-year eruption cycle.

In Chapter 5, we examine the shallow seismic structure of the EPR at 17°20'S and find a double-step velocity structure at the rise crest. We propose that the two velocity contrasts, one at a basement depth of 70–100 m and the other at 250–350 m depth, represent the top and bottom of the pillow/dike transition, respectively. The shallower of the two is observed to deepen by 300–400 m within 1–4 km of the rise axis—a thickening profile that suggests volcanic emplacement is highly focused at the EPR. For this reason, we label the shallower horizon as the base of seismic layer 2A. The deeper of the two horizons is not observed off-axis. Hydrothermal alteration may be enhanced at the base of the transition zone by the difference in rheology and deformation styles between extrusives and dikes, thus diminishing the initial velocity contrast beyond the resolution of our seismic methods.

By combining our seismic and magnetic results of Chapters 3 and 6, we can construct a more complete picture of the geological processes at the Mid-Atlantic Ridge than we could with either method alone. In Chapter 3, we learn that the central anomaly magnetization high (CAMH) is sharply peaked and marks the location of focused volcanic accretion. This result is supported by the thick layer of pure extrusives observed along the inner valley floor of segment OH-1 (Ch. 6), which indicates that the zone of dike emplacement is quite narrow compared to the lateral extent of lava flows. The clear seismic images of the pillow/dike transition along the elevated terraces of OH-1 (Ch. 6) and the off-axis blocks of unaltered crust north of the Kane transform (Ch. 3) suggest that the well-developed volcanic stratigraphy generated on-axis is often preserved outside the rift valley. These unaltered crustal sections may be episodically transported into the rift mountains by zones of intense faulting.
and hydrothermal alteration. We propose that post-emplacement processes are the dominant mechanisms for generating cross-axis variability in the upper crust at slow spreading ridges, not volcanic construction. Along-axis transport of lava through lateral dike injection may thicken the extrusive section away from segment centers. A thicker, more Fe- and Ti-rich extrusive layer may be responsible for the stronger CAMHs toward the segment ends of slow spreading ridges.

Since the seismic methods used in the last two chapters are nearly identical, the upper crustal structure of a fast and slow spreading ridge can be directly compared for the first time. A surprising result of this comparison is that the extrusive section achieves a final thickness of 300–500 m regardless of spreading rate. The exact pattern of thickening within the inner valley floor of the MAR remains unknown. However, the similar transition zone thicknesses observed at both ridges suggest that volcanic emplacement at the MAR may be quite focused, as it is at the EPR. Both spreading ridges exhibit a rapid off-axis modification of the pillow/dike transition. We propose that this zone of mixed lithologies is the site of enhanced hydrothermal mineralization. Basement velocities increase more rapidly with age at the EPR than at the MAR. This may be an indication of less vigorous hydrothermal circulation at slow spreading ridges. A similar, perhaps coincidental, difference exists in the observed magnetization decay with age, which is also associated with alteration processes (albeit lower temperature). These differences, however, may be a consequence of the greater disparity between apparent and true age at slow spreading ridges.

### 7.2 Future Work

In many respects, the progress of observation-based sciences is dictated by the ability of acquisition and analysis methods to provide the information necessary to address key questions. For this reason, advances in technology and data processing are crucial to a more complete understanding of mid-ocean ridges and upper oceanic crust. The
direct inversion in Chapter 2 and the genetic algorithm of Appendix A are two such analysis methods that have provided more detailed information than previously available. Their broad applicability also allows them to be extended to other acquisition methods. The Canadian Geological Survey is currently adapting the direct inversion for use with 3-D data sets [M. Pilkington, personal communication, 1998]. Plans also exist to apply the GA waveform inversion to an on-bottom seismic data set recently acquired at the Mid-Atlantic Ridge [J. Collins, personal communication, 1998]. Because of its high lateral and depth resolution, the combination of on-bottom seismics and the GA is an excellent approach to unresolved questions regarding the shallow crustal structure in bathymetrically extreme areas such as the MAR. For example, what is the shape of the extrusive thickening profile across the inner valley floor?

The recent installation of a 6-km streamer aboard the R/V Maurice Ewing greatly increases the amount of information recorded by multichannel seismics. A 6-km streamer will not only record refractions from deep within the dike section (and possibly the gabbros, depending on basement depth), it will allow us to examine the shallow velocity structure of areas in excess of 3 km in depth. This includes the distal flanks of the EPR and the inner valley along most of the MAR. In the absence of a deep-tow streamer (or on-bottom cable), on-bottom seismics and 6-km-aperture MCS are the next best thing!

The recent Conference on the Magnetization of Oceanic Crust [Johnson et al., 1997] recognized the importance of combining magnetic and seismic techniques to answer key questions about the accretion and evolution of the upper crust, and to test whether the magnetic source layer, seismic layer 2A and the extrusives section are one and the same. Attempts to link the upper crustal magnetic signal to layer 2A thickness have been made for the Juan de Fuca Ridge [Tivey and Johnson, 1993; Tivey, 1994] and EPR [Gee and Kent, 1994]. Unfortunately, these studies either used a simplified crustal model instead of seismically determined thicknesses [Gee and Kent, 1994] or compare magnetic results to spatially averaged marine refraction
data [Tivey and Johnson, 1993; Tivey, 1994]. Only recently, through the analysis of coincident multichannel seismic and near-bottom magnetic lines, have we begun to convincingly establish such a correlation [Schouten et al., 1998]. By using both techniques together to mutually establish baselines for comparison, we can learn considerably more about the properties of the upper crust than we can with either method alone. Ultimately, the goal of this approach is to formulate an integrated geophysical model for the formation and evolution of young upper oceanic crust that is valid at all spreading rates.
Appendix A

The Genetic Algorithm

The genetic algorithm is an iterative nonlinear optimization/search method based on concepts of biological natural selection. Since its inception over 20 years ago [Holland, 1975], the GA has been applied to a variety of problems, which only recently have begun to include the inversion of seismic data [Stoffa and Sen, 1991; Sambridge and Drijkoningen, 1992; Sen and Stoffa, 1992; Nolte and Frazer, 1994; Drijkoningen and White, 1995; Mallick, 1995; Boschetti et al., 1996; Harding and Kappus, 1996; Tolstoy et al., 1997]. Its applicability to a broad spectrum of problems is rooted in its ability to simultaneously examine a population of models through an objective fitness function (Fig. A-1). By using components of better fitting models as building blocks for new ones, it robustly searches model space for a global optimum. The GA is composed of three basic operations: reproduction, crossover, and mutation (Fig. A-1). Initially, several models, M, are generated in a quasi-random fashion and discretized into a unique coding. The reproduction step evaluates the fitness of each model and selects pairs of models in proportion to their fitness estimates. Crossover swaps coded pieces of these models at random locations, and mutation changes the value of each coding cell (i.e., gene or bit) with a specific probability. For a thorough treatment on the nature of GAs, see Goldberg [1989], Davis [1991], and Sen and Stoffa [1995].

Although the mechanics of a GA is quite simple, its application to specific prob-
Figure A-1: Flow diagram for applying the genetic algorithm to seismic waveform inversion. A population of velocity-depth models, each with its own unique binary coding, is generated at every iteration. Within an iteration, an objective misfit, $\phi$, between each model and the true structure is calculated by comparing its corresponding synthetic seismograms to the data. This includes both waveform, $\phi_{wf}$, and travel time, $\phi_{tt}$, information. Models then undergo the three-step process of reproduction, crossover and mutation, which generates a new model population to compare to with data. We assign $j$ to the traces participating in the misfit calculation, $k$ to the velocity model nodes, $L$ to the number of bits in the coded strings ($2K$ in our case), $M$ to the number of models per generation, and $N$ to the number of generations in a run.
lems, such as seismic waveform inversion require a more rigorous definition. The best model coding scheme, fitness function, and probabilistic rules that govern its three basic steps are specific to each application. These processes must be optimized to provide the GA with the best possible means of efficiently reaching a robust solution.

### A.1 Model Parameterization

The initial population of velocity-depth functions is generated at random from a fixed set of velocity nodes, $v$. The depth to the $k^{th}$ velocity node in each model is given by,

$$ z_k = z_o + \sum_{i=1}^{k} \delta z_i \cdot r_i \quad \quad 0 \leq r_i \leq 2^b - 1 $$  \hspace{1cm} (A.1)

where $z_o$ is the water depth, and every depth increment is the product of the depth scaling, $\delta z$, and a randomly generated number, $r$. Thus, for a predefined set of velocities and depth scalings, a unique coding for each model is contained in the decimal coding vector, $r$. The maximum value of components in $r$ is governed by the number of bits, $b$, allowed to characterize each node in binary form. By requiring velocity nodes to increase with depth, this coding scheme precludes the existence of velocity inversions, but not of positive velocity contrast interfaces.

The mean starting model generated by this parameterization can be written as,

$$ \bar{z}_k = z_o + \sum_{i=1}^{k} \delta z_i \cdot (b - \frac{1}{2}) $$  \hspace{1cm} (A.2)

and is treated as the reference model around which the initial population is randomly generated. The summation forces each node to be cumulatively dependent on all overlying nodes. This ensures that the initial population is distributed in a Gaussian fashion about the reference model, with larger standard deviations at depth. A reference model may be created from a predefined velocity-depth function by resampling its velocities, $v$, at the mean depth values, $\bar{z}$. The values used to parameterize the
models of Chapter 5 are given in the top portion of Table A.1.

A.2 Fitness Calculation

To make the GA equally sensitive to both layer 2A and 2B events, the weaker 2B traces are weighted by the ratio of the two trace envelopes (modulus of the complex trace) [Cary and Chapman, 1988]. This weighting is calculated for each individual supergather, since the 2A/2B ratio tends to vary spatially. Model synthetics are similarly scaled to the data seismograms on a window-by-window basis, which allows the synthetics to match the amplitude pattern within an individual refraction event. At each iteration, fitnesses of the velocity models in the current population are calculated by comparing their corresponding synthetic seismograms with the data only within the two (scaled) windows enclosing the layer 2A and 2B events.

Two basic steps comprise the fitness calculation: misfit computation and fitness scaling. The misfit of each model is calculated with respect to the data, and consists of a travel time, $\phi_{tt}$, and waveform, $\phi_{wf}$, component:

$$\phi = \phi_{wf} + \mu \phi_{tt}$$  \hspace{1cm} (A.3)

We can represent the misfit of a single trace, $j$, as,

$$\phi_j = P \bar{D}^{-1} \sqrt{D_j^2 + S_j^2 - 2\rho(t_j)} + \mu |t_j|$$  \hspace{1cm} (A.4)

where $P$ is the dominant period of the windowed event, $\bar{D}$ is the root-mean-square amplitude of both events in the data, $D^2$ and $S^2$ are the mean squared amplitudes of the data and corresponding synthetic trace, respectively, and $\mu$ is a scaling factor (Table A.1). The travel time misfit, $\phi_{tt}$, is simply the magnitude of $t$, the time lag closest to zero that produces a local maximum in the non-normalized cross-correlation ($\rho$) and hence a minimum in waveform misfit ($\phi_{wf}$). The total travel time and waveform
Table A.1: Tested and Applied\(^a\) Parameter Settings for the Genetic Algorithm

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Test Runs</th>
<th>On-Axis</th>
<th>3-km Off</th>
<th>6-km Off</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bits per Node, (b)</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Depth Scaling, (\delta z) (meters)</td>
<td>(10 &lt; 4.0)</td>
<td>(3.3 &lt; 4.5)</td>
<td>(7 &lt; 5.1)</td>
<td>(8 &lt; 5.2)</td>
</tr>
<tr>
<td>(\delta z) at velocity (km/s)</td>
<td>(20 &lt; 5.0)</td>
<td>(10 &lt; 5.0)</td>
<td>(7 &lt; 5.1)</td>
<td>(8 &lt; 5.2)</td>
</tr>
<tr>
<td>Max. Vel. Modeled</td>
<td>(5.6) m</td>
<td>(5.4) m</td>
<td>(5.6) m</td>
<td>(5.8) m</td>
</tr>
<tr>
<td>Max. Depth Modeled</td>
<td>(~1.5) km</td>
<td>(1) km</td>
<td>(1) km</td>
<td>(1) km</td>
</tr>
<tr>
<td>Nodes per Model, (K)</td>
<td>43</td>
<td>37-55</td>
<td>40-72</td>
<td>33-66</td>
</tr>
<tr>
<td>Generations per Run(^c), (N)</td>
<td>80, 40(^d), 20</td>
<td>40 (or 14(^b))</td>
<td>40 (or 14(^b))</td>
<td>40 (or 14(^b))</td>
</tr>
<tr>
<td>Models per Gen.(^c), (M)</td>
<td>50, 100(^d), 200,</td>
<td>100 (or 500(^b))</td>
<td>100 (or 500(^b))</td>
<td>100 (or 500(^b))</td>
</tr>
<tr>
<td>Mutation Prob.(^c), (p_m)</td>
<td>0.003, 0.03(^d), 0.01</td>
<td>0.008</td>
<td>0.008</td>
<td>0.008</td>
</tr>
<tr>
<td>Crossover Prob.(^c), (p_c)</td>
<td>0.6, 0.8(^d), 0.95</td>
<td>0.8</td>
<td>0.8</td>
<td>0.8</td>
</tr>
<tr>
<td>Update Prob.(^c), (p_u)</td>
<td>0.0(^d), 0.3, 0.6, 0.9</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>Dominant Period, (P)</td>
<td>(\frac{1}{15}) sec</td>
<td>(\frac{1}{15}) sec</td>
<td>(\frac{1}{15}) sec</td>
<td>(\frac{1}{15}) sec</td>
</tr>
<tr>
<td>Weighting Factor, (\mu)</td>
<td>(8^{-2})</td>
<td>(8^{-2})</td>
<td>(8^{-2})</td>
<td>(8^{-2})</td>
</tr>
<tr>
<td>Sigma Truncation(^c), (c)</td>
<td>1, 2(^d), 3</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Max-Mean Ratio(^c), (R)</td>
<td>1.2, 1.6(^d), 2.0</td>
<td>1.6</td>
<td>1.6</td>
<td>1.6</td>
</tr>
</tbody>
</table>

\(^a\) Applied to the East Pacific Rise data set of Chapter 5

\(^b\) Initial seafloor search run (first of the cascaded runs)

\(^c\) Parameter was optimized by test runs

\(^d\) Best setting during test runs
misfit for the model seismograms is taken as the root-mean-square of the individual trace misfits. In the limiting case where the data seismograms are equivalent to the synthetics, the waveform and travel time misfits are zero.

We use a conversion from misfit to raw fitness that employs variance information to remove exceptionally bad models from the population \cite{Forrest, 1985; Goldberg, 1989}. The relationship between the raw fitness and misfit of a model, $m$, can be regarded as,

$$f_m = (\bar{\phi} + c\sigma) - \phi_m$$  \hspace{1cm} (A.5)

where $\bar{\phi}$ is the average population misfit, $f$ is the raw fitness, $\sigma$ is the standard deviation of the population misfit, and $c$ is a constant called the sigma truncation factor. All models with a misfit greater than $c\sigma$ above the mean will have a negative fitness. By setting the fitness of such models to zero, we effectively prevent them from propagating their genetic information to future generations. Zeroing negative fitnesses ensures that no negative fitness values are generated during the scaling process, regardless of the method used.

Scaling of the raw fitness vector ensures that moderate levels of competition are maintained throughout the entire GA run (i.e., convergence is kept at an appropriate rate). Because the population variance is greatest early on, subduing the wide distribution of fitnesses can prevent a small number of good models from dominating the selection process. Later, as the population becomes more homogeneous, fitness scaling can accentuate differences between models, thereby maintaining convergence.

Although linear scaling of the fitness function is simple, it is often not powerful enough near the end of a simulation, when the population is nearly homogeneous. We therefore use an exponential scaling of the raw fitness function \cite{Sen and Stoffa, 1992, 1995; Stoffa and Sen, 1991},

$$F = \exp\left(\frac{f}{T}\right)$$  \hspace{1cm} (A.6)
where the scalar $T$ is a stretching factor, or temperature. The use of temperature in the fitness scaling is a concept borrowed from simulated annealing, an optimization technique that uses random processes to search for minimum energy states in model space. As $T \to 0$, the raw fitness function is stretched, or in other words:

$$1 \leq \frac{\max(F)}{\text{mean}(F)} = R \leq \infty$$  \hspace{1cm} (A.7)

The max-mean ratio, $R$, is the number of times the best population member is expected to be chosen in the selection process. If $R$ is kept constant throughout a run, then the corresponding temperature, $T$, at each generation is a proxy for population variance, or level of convergence. The selection probability, $p_s$, of each model, $m$, is then the ratio of its scaled fitness to the sum of the all scaled model fitnesses in that population,

$$p_{s,m} = \frac{F_m}{\sum F_m} = \frac{\exp\left(\frac{f_m}{T}\right)}{\sum \exp\left(\frac{f_m}{T}\right)}$$  \hspace{1cm} (A.8)

such that,

$$\sum p_s = M$$  \hspace{1cm} (A.9)

The summation is over all models in that population, $M$. The selection probability vector is then scaled by its mean so that it corresponds to the number of times each model is expected to be chosen in the selection process.

Models are chosen by stochastic remainder selection without replacement. This method selects models in direct proportion to the integer part of their selection probability, $p_s$. The fractional parts are then used as success probabilities in a random selection process that is continued until the selected population is full. Unlike the integer selection portion, models that have their remainders chosen are not returned to the pool of available candidates.
A.3 Convergence

The GA is an intelligent search algorithm that is directed by information it gathers about the model space at each iteration. Its convergence rate is significantly faster than that of enumerative schemes, such as Monte Carlo and grid search methods. However, a poor choice of parameter settings (discussed above) can severely degrade convergence. We determined the optimal setting for each of these parameters by testing a range of values on a synthetic data set, generated by reflectivity modeling a predefined velocity function. Our reference starting model was placed farther than one standard deviation from the true velocity model. The average convergence efficiency after 4000 trial evaluations was calculated for each parameter setting and compared to a control run in which none were changed. Ten separate runs were averaged for each comparison. Figure A-2 shows the average convergence characteristics of the optimal parameter settings. Table A.1 presents these test results and the values used in our analysis of the East Pacific Rise data set [Ch. 5].

The parameters that most affect convergence and the optimal value of other parameters are those that govern the coding scheme, namely the number of bits per node, $b$, and the depth scaling, $\delta z$. In our formulation, two bits per node provide sufficient variability (i.e., four depth spacings) to sample a significant part of model space, while still generating a coded bitstring of manageable size. A depth scaling that increases with velocity (i.e., with depth [Table A.1]) retains high resolution in the upper crust, and is consistent with a decrease in vertical resolution with depth. The chosen depth scaling is generally smaller than that given by the canonical one-quarter wavelength resolution criteria for two reasons. One is that we use amplitude information, which aids in the resolution of features below this threshold. Secondly, for our coding scheme to generate a sufficient number of nodes along the thin transition zone, a small depth scaling is required. Given a maximum depth extent of velocity models, $\delta z$ and $b$ determine the number of nodes per model, $K$, and their product gives the size of the binary model space, $L$. 
Figure A-2: Progression of a test GA run performed on a synthetic data set. The average of 10 simulations is shown. Parameter settings specific to this run are shown in grey panels. All other settings are in Table A.1. (top) Mean population misfit (diamonds) and best model misfit (thick line) at each generation. As the algorithm progresses and misfit decreases, the mean misfit approaches that of the best model and the population becomes more homogeneous (i.e., variance decreases). This is compared to the average convergence of 10 Monte Carlo, or random, searches (thin line). The best misfit after randomly sampling 40,000 models (star) is still larger than that of the GA after sampling one-tenth as many models. (bottom) The population variance (diamonds) and offset between the mean and minimum misfit (dashed) are measures of the asymptotic convergence. At the end of the run, the mean misfit is 80% closer to that of the best model, even though the misfit of the best model is significantly lower than at the outset. The decrease in population variance is less pronounced because of a non-zero mutation rate. The stretching factor (or temperature, $T$) of Equation A.6 is also a measure of convergence (solid), since it is constrained by the ratio of best model to mean model fitness (Eq. A.7).
Model parameterization also influences the optimal population size, $M$, number of generations per run, $N$, and mutation probability, $p_m$. Population size can not be so small that it introduces too little genetic variability into the gene pool, but it can not be so large that its inertia degrades the population’s ability to change as a group. Convergence occurs when the statistics of a population no longer change from one generation to the next. For the optimal population size of 100, this occurs near 40 generations (Fig. A-2). In order to preserve continuity across generations, mutation rate is generally less than the inverse of the bitstring length, $L$. Although mutation rate guards against the permanent loss of genetic information, high values degrade the directedness of the search and cause performance to resemble that of a random search. Varying crossover, $p_c$, and update probability, $p_u$, are also means of retaining genetic information from one generation to the next. Crossover probability is the likelihood that the chosen parents swap bit substrings to create new offspring, rather than move into the next generation unaltered. Convergence is generally highest when this value is kept large. Update probability is the likelihood that, if a randomly chosen model from the parent population has a greater fitness than the current child, it will replace that offspring. Although previous authors [Stoffa and Sen, 1991; Sen and Stoffa, 1992] show that a high $p_u$ increases the performance of certain GA schemes, our implementation is optimized when no parent models are carried forward to the next generation in this fashion (i.e., $p_u = 0$).

It is extremely important that the correct seismic information drive convergence by being appropriately represented in the misfit calculation. Hence, the dominant period, $P$, and weighting factor, $\mu$, were chosen to optimize sensitivity to both travel time and waveform components. As stated earlier, the conversion from misfit to scaled fitness is essential to maintaining intermediate levels of convergence at the beginning and end of a simulation. The misfit cutoff, $c\sigma$, is generally chosen to be a low multiple of the population standard deviation ($1 \leq c \leq 3$). Smaller values will exclude too much of the population, and larger values are ineffective at driving
convergence. In order for convergence to occur at all, the fitness function must be scaled such that the max-mean ratio, $R$, is above unity. Performance is generally optimized for $1 \leq R \leq 2$, with larger values driving convergence more strongly. Values above this threshold result in premature convergence.

The final factor affecting convergence is sensitivity to starting model. Although the GA is among the most effective global optimization methods, solutions far outside the region sampled by the initial population are unlikely to be analyzed. This region typically corresponds to twice the standard deviation bounds of the starting population. We minimize this problem by performing several inversions on each data set, using the mean final model of one run as the mean starting model to the next. The practice of cascading several GA runs reduces starting model sensitivity by allowing successive simulations to migrate toward better fitting regions that may be far from the first starting model. Generally, the GA was cascaded three times for each supergather, with the first run tailored to find the seafloor velocity. The population dynamics for the first run were modified, because the coding scheme of Equation A.1 uses a fixed set of velocities, and therefore does not allow velocity to vary at the seafloor. We force the seafloor velocity to be a free variable by introducing into the simulation several distinct subpopulations, each with a different seafloor velocity, that compete but do not mix. The subpopulation with the most members at the end of the run is the most fit class of models, from which the mean starting model for the subsequent inversions is generated. The depth nodes of each mean starting model are appropriately scaled so that the two-way travel times remain the same. In Chapter 5, we use five subpopulations, whose seafloor velocities are multiples of 0.1 km/s different from that at the adjacent location (Table A.1). In this fashion, seafloor velocity differences of up to 0.2 km/s between adjacent supergathers are detected by the inversion process. Since no study locations adjoin in Chapter 6, the five subpopulations are centered about a mean starting model that was derived from hand-modeling the travel times.
A.4 Error Analysis

The probability that model "m" is the global optimum can be calculated by the posteriori probability density (PPD) function at the end of a GA run:

$$\Psi_m = \frac{\exp(f'_m)}{\sum \exp(f'_m)}$$  \hspace{1cm} (A.10)

This is the Gibbs probability distribution, which is calculated in the same fashion as the selection probability (Eq. A.8). The raw fitness, $f'$, differs from that calculated at the end of each generation (Eq. A.5) in that the statistics of the entire population are used to truncate the misfit. The stretching factor, $T$, remains the same as in Equation A.6, and is the temperature associated with that model's generation. The summation is over all models analyzed during the run ($N \cdot M$). This formulation assigns higher probabilities to models generated at lower temperatures. Hence, the most significant portion of the PPD function is sampled late in the simulation, when the GA has converged toward the best fitting region of model space.

The mean final model can be calculated by weighting each model of the simulation with its PPD and then summing:

$$\bar{Z} = \sum_{i=1}^{N \cdot M} z_i \Psi_i$$  \hspace{1cm} (A.11)

This differs from the mean starting model of Equation A.2 in that the PPD function is not uniform and, since the GA is a directed search algorithm, models are not distributed in a Gaussian fashion after the first generation. In our parameterization, the array of models, $z$, can be either that of depth increment ($\delta z \cdot r$ in Equation A.1) or of total depth. The two results are identical if we take the additional step of applying Equation A.1 to the final depth increments.

If we treat our depth models as column vectors, the covariance matrix, whose
diagonal is the variance of the mean final model, is given by,

\[
COV = \sum_{i=1}^{N\cdot M} z_i z_i^T \Psi_i - \tilde{Z} \tilde{Z}^T
\]

(A.12)

where \( T \) is the transpose. Once again, this can be calculated for depth increment or total depth. Since total depth is a function of the depth increment, an independent variable, the variance corresponding to the mean final model of each will differ. From a geological standpoint, we are interested in the total depth variation of each node below the seafloor. We therefore do not compute the variance of the mean final velocity increment model.

Since the GA uses the fitness of prior models to direct its search process, it samples model space unevenly. This uneven distribution of sampled models makes error analysis difficult, because it may bias the PPD function by undersampling certain regions of model space. The practice of cascading several GA runs also minimizes this problem. By using previous information on the model space to center the initial population of the next run around the region that contributes most to the PPD (i.e., region of highest fitness), sampling is more evenly distributed about the global optimum.
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