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Abstract—Acoustical array data from the 2006 Shallow Water Experiment (SW06) was analyzed to show the feasibility of broadband mode decomposition as a preprocessing method to reduce the effective channel delay spread and concentrate received signal energy in a small number of independent channels. The data were collected by a vertical array, which spans the water column from 12-m depth to the bottom in shallow water 80 m in depth. Binary \( m \)-sequence data were used to phase-shift-keyed (PSK) modulate signals with different carrier frequencies. No error correction coding was used. The received signals were processed by a system that does not use training or pilot signals. Signals received both during periods of ordinary internal wave activity and during a period with unusually strong internal wave solitons were processed and analyzed. Different broadband mode-filtering methods were analyzed and tested. Broadband mode filtering decomposed the received signal into a number of independent signals with a reduced delay spread. The analysis of signals from the output of mode filters shows that even a simple demodulator can achieve a low bit error rate (BER) at a distance 19.2 km.

Index Terms—Signal processing, underwater acoustic arrays, underwater acoustic communications.

I. INTRODUCTION

A NUMBER of papers have been dedicated to shallow-water acoustic (SWA) mode problems such as signal mode decomposition and mode filtering and their applications [1]–[14]. Specifically, acoustic normal-mode filtering and mode fluctuations in shallow-water experiments were considered in [10]. The problems in undersized sparse vertical arrays were investigated in [8]. The comparison of different approaches to mode coefficients estimation was conducted in [5], [11], and [12]. In accordance with referenced sources, pseudoinverse transformation (PI) is a very reasonable method for mode coefficient estimation when the signal-to-noise ratio (SNR) is much larger than one. Results for mode fluctuations in the 2006 Shallow Water Experiment (SW06) were first considered by Duda et al. [13], and Collis [15]. The efficiency of mode filtering as a preprocessing method for shallow-water data communications was demonstrated in [16], and was discussed at the 2008 ASA Acoustics Meeting, Paris, France [17].

In this paper, mode filtering is considered as a natural preprocessing spatial–temporal filter to shorten delay spread and decrease the amplitude fluctuations in the channel.

Normal-mode propagation is a natural property of low-frequency sound physics in shallow water, limited in a vertical dimension by sea surface and deep bottom layers. A discrete number of normal modes propagate in shallow water, each with a different group velocity. Although there is modal group velocity dispersion within each mode, each mode waveform has a smaller delay spread and level of fading than the entire multimodal signal. The normal-mode decomposition can essentially increase the performance of quasi-coherent underwater acoustic communications systems to adapt the system rapidly enough to keep up with environmental fluctuations. In addition, array processing will increase the SNR, which can be important in cases where the received SNR is low. This energy limitation is very relevant for communication links over ranges longer than 10 km and for communication with autonomous and mobile platforms such as autonomous underwater vehicles (AUVs).

The adaptation rate of linear or nonlinear equalizer is limited by the number of degrees of freedom that must be adjusted, specifically by the number of taps in the channel impulse response or equalizer filter. In the cases where the receiver has access to an array with enough sensors and aperture to resolve the propagating modes (e.g., a fixed base station that receives signals from AUVs), bandwidth modal filtering as an initial processing stage can reduce the number of degrees of freedom (e.g., reduce the effective delay spread of the channel impulse response) that need to be adjusted in later adaptive stages, and provides a method of coherently combining all of the received propagating energy in the water column. The modal preprocessing can reduce the required degrees of freedom in a subsequent adaptive equalizer, because the number of propagating modes and thus the number of modes containing the significant energy is often less than the number of array elements. Therefore, a problem of working on the outputs of \( N \) hydrophones can be reduced to the problem of operating on the wideband-modal time series of \( M \) modes where \( M < N \). The ability to coherently combine all of the propagating energy in the water column is inherent in the use of modal filtering over all of the propagating modes.

The temporal dispersion of the energy propagating in a single mode is always less than or equal to the total temporal dispersion of the channel. The magnitude of the inequality is dependent on the amount of modal coupling in the propagation channel as well as bandwidth of the transmitted signal. In addition, the fading of single-mode amplitude is usually less than joint channel fading.
Separating energy by mode filtering to independent channels with a reduced delay spread and fading can improve the communication system performance.

The simplest approach to data processing can be selecting the most energetic channel of the mode filter and using it for data decoding. It will be shown below that even such a simplified approach can give good results. The considered approach is making a communication receiver composed of two blocks: the first being a mode-filtering channel-shortening equalizer and the second being an optimal decoder. The mode-filtering preprocessing will decrease the channel delay spread and the level of amplitude fading and increase the SNR. After the preprocessing channel-shortening filter, the channel parameters will have a lower dimension and be better conditioned. As a result of delay-spread shortening, the optimal maximum-likelihood sequence detection (MLSD) can then be applied [18].

There are other approaches to reduce the channel delay spread with a channel-shortening filter: spatial–temporal linear minimum mean-square estimation (MMSE) equalizer and partial-response equalizers [19], passive time-reversal equalizer [20], multiradio modulator [21], and delay-spread shortening eigenfilter [22]. The passive time-reversal equalizer shows a very good performance in the underwater communications [20]. The MMSE equalizer is the optimal system, but it is very complicated and needs a long time for adaptation. Partial-response equalizers show good performance for underwater communications. The delay-spread shortening equalization shows a very promising results for mobile–cellular communications [22]. The last approach is probably the closest radio-frequency (RF) system analog for mode filtering. This paper shows that the mode-filtering processing can be very effective for shallow-water low-frequency communications.

The paper presents the analysis of the data collected during SW06. The objective is to demonstrate on simple examples the feasibility of broadband mode decomposition as a preprocessing method to reduce the effective channel delay spread and to concentrate received signal energy in a small number of independent channels with reduced fading.

II. THE BASICS OF ACOUSTIC FIELD NORMAL-MODE DECOMPOSITION AND MODE FILTERING

Mode-filtering analysis is based on the normal-mode decomposition of received acoustical fields. We will assume that under shallow-water conditions the propagating acoustical field $p(r,z)$ can be expressed in the normal-mode representation [23], [24]

$$
p(r,z) = \frac{i}{p(z_0)\sqrt{2\pi r}} \exp(i\pi/4) \times \sum_{m=1}^{\infty} \Psi_m(z_0) \Psi(z) \exp(ik_{rm}r) \sqrt{k_{rm}} (1)
$$

where $\Psi(z)$ is a normal-mode function depending only on depth $z$, $k_{rm}$ are normal-mode wave numbers, $r$ is the range, and $z_0$ is the sound source depth.

The mode shapes can be calculated from the normal-mode differential equation

$$
\frac{d^2}{dz^2}\Psi_m(z) + \left[ \frac{\omega^2}{c(z)} - k_{rm}^2 \right] \Psi_m(z) = 0 \quad (2)
$$

where $c(z)$ is the sound-speed profile, and $\omega = 2\pi f$ is the acoustic frequency.

Signals from the hydrophone array can be represented as

$$
p(z_k,f) = \sum_{m=1}^{M} A_m(f) \Psi_m(z_k,f) + n(z_k,f). \quad (3)
$$

In a matrix discrete form, it transforms to

$$
P = \Psi \cdot A + N \quad (4)
$$

where $P = \{p_k\} = \{p(z_k,f)\}, N = \{n_k\} = \{n(z_k,f)\}, A = \{A_m\} = \{A_m(f)\}$ are vector columns for sound-pressure observations, acoustical noise, and mode amplitudes correspondingly; $\Psi = [\Psi_m(n)] = [\Psi_m(z_k,f)]$ is the matrix of acoustical mode shapes. In the former equation, vector $P$ is data from the hydrophone–array observation. Columns of matrix $\Psi$ are the mode shapes, obtained from the differential-modal equations, where the sound-speed profile is calculated from the temperature and salinity-sensor data. In (4), the vector $P$ and the matrix $\Psi$ are given, and the modal amplitudes $A$ are unknown.

It is a standard linear inverse problem with well-known solutions in a sense of different variants of minimum squares based on different level of a priori information knowledge. These methods have no underwater acoustic specifics and are not described here. The best algorithm minimizes the effect of noise and mode cross talk on the output of the mode filter. Experimental comparison of different methods has shown that total least squares (TLS) and Moore–Penrose PI have the closest and best performance for actual practical problem conditions. The implicit assumption of the least squares solution to a system of equations $P = \Psi \cdot A$ that all errors are contained in the vector $P$. In contrast, the total least squares solution to this equation assumes that both the vector $P$ and the matrix $\Psi$ may contain errors. The fact that both methods have shown equivalent performance confirmed that the measured mode shapes were close to the actual shape. The PI that minimizes the least square error has the form

$$\hat{A}_{PI} = M \cdot P \quad M = (\Psi^H \cdot \Psi)^{-1} \cdot \Psi^H \quad (5)
$$

where $\hat{A}$ is the estimation of mode amplitudes and $M$ is the pseudoinverse matrix. The useful property of this algorithm is that the energy leakage from one mode filter to the output of the filter for another mode (i.e., the modal cross talk or leakage) is very small. The modified pseudoinverse matrix computation is based on singular value decomposition, keeping only relevant singular values. The mode-filtering analysis in this paper will be done by such version of the broadband pseudoinverse method. Other more complicated methods need adaptation for unknown parameters, which makes them less attractive for application. Inverse matrices are frequency dependent and in a broadband case must be applied for each frequency in the signal spectrum. This broadband approach was considered in many
papers for a number of different applications: [6], [8], [25], [9], [11], [12]. In these works, the mode coefficients are expected to be constant during the interval of Fourier transformation. The Fourier transform interval determines the frequency resolution of broadband-mode coefficient inversion and must be long enough. The short-time Fourier transform is a standard signal processing technique for examining the characteristics of transient or time-varying signals. The method was applied to time-variable mode filtering [11]. The specifics of mode filtration for underwater acoustics are that mode coefficients are carrying information and therefore rapidly change during a time interval much shorter than during the interval necessary for Fourier transformation. The mode filter transforms continuous streams of samples from hydrophone signals into mode coefficient samples on the output. The broadband mode filter can be built in the frequency domain using the overlap–add method, or in the time domain. The transition to the complex envelopes and another sampling rate can easily be included in the filter structure. An explicit digital signal processing (DSP) algorithm of such mode filter is briefly considered in the Appendix. The frequency-domain approach, described in the Appendix, is a computationally efficient solution for mode filtering. The similar lowpass-equivalent method (baseband mode filtering) was also tested and gave the equivalent result with less computation. The dual time-domain approach suggests estimation of the equivalent multiport mode-filter impulse response with the help of inverse Fourier transformation of frequency-dependent matrix $M(f)$.

All calculations in the following experimental data processing were done by a frequency-domain mode filter based on the overlap–add method. The data from temperature and salinity sensors were averaged over the signal-transmission interval and the result was used for the mode shape calculations for a whole block of received data.

Bottom sound speed, density, and attenuation were taken from [26]. A Kraken algorithm was applied for each frequency in the signal bandwidth to calculate frequency-dependent acoustical modes and their wave numbers. Each $m$-sequence signal has four carrier periods in one data symbol and its bandwidth is $2\Delta f = 0.25f_0$, where $f_0$ is the carrier frequency. The frequency-dependent mode functions were calculated for the whole signal frequency bandwidth.

An example of acoustic modes calculated for different frequencies is shown in Fig. 1 for a real sound-speed profile on August 6, 2006.

III. EXPERIMENT CONDITIONS

The experimental conditions and techniques are shown in Figs. 2–5. The chart and bathymetry of the experiment are shown in Figs. 2 and 3. It should be noted that the proposed method of communications is sensitive to the bathymetry. It should work perfectly only in shallow water with mildly range-dependent environment between the transmitter and the receiver, where adiabatic mode theory is applicable. The bathymetry shows that in the real experiment the propagation path was across the bottom slope. The positions of the array and the sound source are shown in Fig. 2. The internal wave solitons were generated by tidal waves at the bottom slope and propagated toward the open ocean, so that their fronts were usually along the communications route. A complicated 3-D sound diffraction by the internal wave solitons resulted in strong signal scattering.

The acoustical receiver array is shown in Fig. 4. You can see in Fig. 4 the vertical and horizontal parts of the array. The processed data was collected by a 48-element array called Shark, designed at the Woods Hole Oceanographic Institution (WHOI, Woods Hole, MA [27]). The array system included a 16-channel vertical line array (VLA) and a 32-channel horizontal line array (HLA). This work considers the processing of only the VLA data.

The system was deployed in 78 m of water, which allowed 13 of the 16 vertical array channels to span the water column from about 77- to 13-m depth. The VLA section was too long for the water depth of 78 m, so the lower three hydrophones were all about 1 m off the seabed. The hydrophone depths are presented in Table I.
For broadband mode processing, the first 13 hydrophones were used. Three bottom hydrophones from the VLA were approximately at the same depth and only one of them was used for data processing. The Miami Sound Machine (MSM) sound source [28] was moored 20 m above the sea bottom at a distance of 19.2 km. The sound pressure level (SPL) of the transmitter was limited to approximately 186 dB re 1 μPa at 1 m, which is typical for the widely used sound sources for RAFOS floats tracking. RAFOS is the word SOFAR (SOund Fixing And Ranging) spelled backwards.

The following binary 180° phase-shift-keyed (BPSK) signals, emitted from the sound source, have been processed: 34 periods of 63-digit $m$-sequence with the carrier frequency at 101.7253 Hz and data rate of 25.4 b/s; 34 periods of 127-digit $m$-sequence with the carrier frequency at 203.4505 Hz and data rate of 50.9 b/s; and 36 periods of 511-digit $m$-sequence with the carrier frequency at 813.8021 Hz and data rate of 203.45 b/s. The analysis result includes data processing of three different days, including times with typical internal wave activity and a case with an abnormally strong internal wave soliton. The sound speed was measured by ten sensors attached to the VLA at the depths: 13, 14.8, 18.5, 22.3, 26, 33.6, 41, 56, 71, and 78.3 m.

The mode processing used an averaged value of the sound-speed profile for the time interval covering the signal length. Bottom parameters used in processing were sound speed, density, and attenuation coefficient.

The MSM sound source is shown in Fig. 5.

The acoustic long baseline navigation system installed on the array included an interrogator at the end of the HLA tail and two transponders from both sides of the HLA. The interrogator and transponders were located in a triangular pattern around the VLA. The distance between transponders was approximately 1000 m. The horizontal distance from interrogator to VLA was approximately 600 m. The interrogator was controlled electronically from the array controller. The local sound-speed profile was taken into account to correct propagation delays and the position of the top hydrophone was calculated by means of least squares fit four times an hour.

IV. MODE-FILTERING PERFORMANCE ESTIMATION

To check the quality of the mode filtering, the filter output was correlated with the reference $m$-sequence phase-manipulated code and a plot of the complex signal constellation was examined. The correlation processing was used only to estimate the quality of the mode filtering. To recover the transmitted data, the maximum-likelihood (ML) sequence decoder processed the signal as a random BPSK signal. The correlation of mode-filter output with the reference signal shows the delay spread or time scattering of the acoustic energy after the mode filter, as shown...
in Fig. 6. The results in Fig. 6 were averaged over a single data transmission package. Correlations of the received signal with the reference signal with a shifted carrier frequency show that there was no relevant Doppler frequency shift of the received signals.

The intensity of internal-wave-induced sound-speed fluctuations and the statistics of mode coefficients specifically for SW06 were studied simultaneously with the acoustic communication experiment and results were published in [15] and [29]–[31].

The results for two different cases are presented below, one for August 6, 2006 and another for August 14, 2006. The internal wave activity on August 6, 2006 was a “typical” internal wave random-background field with tidal current-induced internal waves. Such internal wave activity was observed during most of SW06. The internal wave activity on August 14, 2006 was at a much higher level, which led to strong mode coupling and fluctuations of channel parameters. Another “extremely strong” internal wave solitons activity that occurred on August 19, 2006 was presented in [16]. This case was not typical, as such high level of internal activity was observed only once during SW06. The analysis of such different variants is necessary for understanding the limitations of the mode-processing method. The correlation pulses for the aforementioned two examples at different frequencies (102, 203, and 814 Hz) are presented in Fig. 6. The maximum energy at the frequency 102 Hz is concentrated in the first two modes. The first three modes were relevant for communication at the frequency 203 Hz. If single-mode receiver bit error rate (BER) is smaller than 0.1, the mode energy or SNR was considered relevant for communication. In the considered experiment conditions, it means that intensity of insignificant modes was approximately ten times less than the maximum mode intensity. The intensity of the first two modes fluctuates and the position of the most intensive mode was switching between the first and second modes, although the third mode is also relevant.

The acoustic mode spectrum for 814 Hz is more complicated. More than five acoustic modes were relevant for communication with a long time-spread tail in the impulse response due to mode coupling and mode channel cross talk.

The top array hydrophone displacements during the two different days of the experiment are shown in Fig. 7. The maximum displacement recorded on August 6, 2006 was $Tl \approx 2.5$ m. This means that for the first mode with the frequency 814 Hz during maximum displacement the top half of the array was in antiphase with the bottom half and the array performance degraded dramatically. The frequency limit for such tilt is $f_{\text{max}} = 0.5 C/Tl = 300$ Hz. Tilt compensation in real time is not a practical procedure and was not applied in the presented experiment. The 300-Hz frequency was the highest operating frequency on the Shark VLA that was studied in SW06.

The sparse structure of the array and the limited number of hydrophones are additional problems for high frequencies. However, it will be shown below that, despite degraded per-
formance, the receiver at 814 Hz continued operating with a larger, but reasonable error rate.

SNR was continuously monitored during signal reception. The root mean square (rms) level of noise was measured using an interval free from signal just before the beginning of data transmission. The signal-plus-noise rms level was obtained from the record, containing the signal. SNR for each hydrophone was calculated from these two measurements. The same procedure
was used to measure the SNR after mode filtering. The ratio of SNR from the output of the mode filter to the average SNR at the hydrophones will be defined as the mode filter’s gain. Signal and noise intensity were depth dependent and time varying. Acoustic noise had a maximum intensity in the middle of an array and decreased intensity near the bottom and the sea surface. As a result, SNR was different at different hydrophones with its mean value varying in time. Typically, the SNR mean value for each hydrophone was below 6 dB at 203 Hz and below 9 dB at 102 Hz. At the maximum output of the mode filter, the SNR level at 203 Hz increased 9 dB, and increased 10 dB at 102 Hz. Despite the fact that the mode filter selected only one mode containing a fraction of the total acoustic signal energy, the mode filter’s gain was still near the optimal value. Another advantage of the mode filtering was much less channel fading. The conclusion states that the mode filtering decreased the time spread and fading of the received signal and increased the SNR. The considered type of VLA can be used for very effective mode filtering at a frequency of approximately 200 Hz.

V. DATA COMMUNICATION RESULTS

$M$-sequences can be considered independent binary random data with phase shift keying at $180^\circ$. Each symbol of such data
transmission carries 1 b of information. No \( m \)-sequence properties or structures were used for data processing during signal receptions; no pilot or training signals were used. The good shape of the signal correlations, small time spread, low-fading level, and high SNR at the output of the mode filter suggest that good results can be expected from data recovery by any kind of simple decoder. The important advantage of the mode-filtering approach is that channel parameters’ complexity can be reduced to the level of usual RF channels and sophisticated optimal decoders can be used. In this research, a state-limited ML sequence decoder [18] with a short joint finite impulse response (FIR) channel parameters estimator was applied. A joint channel estimation and data recovery algorithm in the form of presuror processing [32] was identical to [16], and is briefly described below. Specifically, the method realized the joint minimization of metrics \( d_t = |y_t - \sum_{m=0}^{N} h_{tm} k_{t-m}| \) by means of Viterbi trellis algorithm and stochastic approximation, changing channel estimation on each step in the direction opposite to gradient of the metrics.

The discrete form of the channel at the output of the mode filter is

\[
y_t = \sum_{j=1}^{N} h_{lj} k_{t-j} + n_t
\]

where \( n_t \) is the white Gaussian noise and \( h_{lj}(t) \) or \( h_{lj} \) are the low-frequency equivalents of time-variable channel pulse response; \( k_{t-j} = \pm 1 \) is the modulating parameter; and \( x(t) \) is the sequence of the data signals \( s(t) \) modulated by \( k_{t-j} = \pm 1 \).

The simplified equations for the ML metrics \( w_t \) are

\[
w_t = w_{t-1} - |d_t|^2
\]

\[
h_{tm} = h_{t-1,m} - \alpha |d_t| k_{t-m}
\]

\[
d_t = y_t - \sum_{m=0}^{N} h_{tm} k_{t-m}
\]

where \( \hat{h}_{tm} \) are least mean squares (LMS) estimates of the channel impulse response obtained in accordance with (8) and (9). The coefficient \( \alpha = 0.001 \) is the stepsize of the estimation algorithm. The stepsize value is responsible for the compromise between errors introduced by observation noise and those resulting from temporal channel fluctuations. The algorithm operates by iterations (7)–(9) for each sample with the rate of two samples per symbol. The algorithm calculates trellis metrics of the standard Viterbi trellis in accordance with (7) and includes an LMS adaptive channel estimator (8) for each sequence of data symbols (for each branch of the trellis). The codes for data recovery and channel parameter estimation have much in common, and the entire modified MLSD program is relatively simple.

Transmissions during two different experimental days, August 6, 2006 and August 14, 2006, with different internal wave activity were analyzed, and results are presented in Figs. 8 and 9. The first row in Fig. 8 shows internal-wave-induced sound-speed fluctuations as a function of the time of a day. Periodically (typically twice a day), linear random internal wave fluctuations were transformed into strong nonlinear solitons. The second and third rows in Fig. 8 show the mode-amplitude fluctuations. These fluctuations are more active for the 203-Hz signal with its maximum intensity periodically switching from the first mode to the second mode many times a day. At 102 Hz, signal fluctuations are much slower. Although the maximum of the mode spectrum is slowly drifting between the second and first modes, the first mode remains very strong almost all the time. The simplest variant of the receiver was considered where it automatically decoded the signal from the most reliable mode channel. More complicated approaches use optimally weighted sums of time-synchronized signals from different mode channels. Constraint lengths for the decoder trellis were limited correspondingly by three pulse intervals for August 6, 2006 and by five pulse intervals for August 14, 2006 data processing. A short starting piece of data with the adaptation transient process was not accounted for error calculations.

<table>
<thead>
<tr>
<th>Hydrophone number</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
</tr>
</thead>
<tbody>
<tr>
<td>Depth (m)</td>
<td>13.50</td>
<td>17.25</td>
<td>21.00</td>
<td>24.75</td>
<td>28.50</td>
<td>32.25</td>
<td>36.00</td>
<td>39.75</td>
<td>43.50</td>
<td>47.25</td>
<td>54.75</td>
<td>62.25</td>
<td>69.75</td>
<td>77.25</td>
</tr>
</tbody>
</table>

**TABLE I**

Array Hydrophone Depths

![Fig. 7. Horizontal top hydrophone displacement in the direction to the sound source.](image-url)
The BERs for the two days are shown in Fig. 9. The graph indicates the best BER between all received modes, and only this BER is shown. The acoustic mode channels with the best error rate have different markers: mode 1—circle; mode 2—square; mode 3—diamond. The BER level $10^{-4}$ corresponds to zero. At 102 Hz, the BER was almost always zero for the first mode. The communication channel at 203 Hz was much more sensitive to the strong soliton waves, when its performance degraded to the BER of $10^{-2}$. The data from the array positioning system does not show cable inclination, which can be the only reason for such degradation. The BER increases because of a decrease in SNR, due to noise rising and mode coupling. The former effect was more important among these two. The nature of that noise is more likely connected to the close research vessel activity following the position of internal waves.

To estimate receiver BER sensitivity to SNR, a numerical simulation was used with a recorded digital received signal after mode filtering was done. The BER for different SNR in a given modal channel was estimated by adding white computer-generated noise to the actual received signal. The results for August 6, 2006 for the second mode and the 203-Hz frequency are shown in Fig. 10. The SNR was varied from 0 to 15 dB; for 15 dB, BER $= 0$ is not shown in the graph.

The three problems of cross talk due to array displacement, mode coupling, and noise became much more serious at the higher frequency of 814 Hz and caused a high BER. The BERs for the example in Fig. 6 are as follows:

- August 6, 2006: mode 1, BER $= 0$, mode 2, BER $= 0.35$; mode 3, BER $= 0.055$; mode 4, BER $= 0.3$
- August 14, 2006: mode 1, BER $= 0.044$; mode 2, BER $= 0.34$; mode 3, BER $= 0.07$; mode 4, BER $= 0.02$.

Results for 814 Hz were not as good as for 102 and 203 Hz, although in those cases, all the energy was concentrated in the first few modes with a small time spread. The processing for higher frequencies needs a much denser array and correction for array tilt.

VI. CONCLUSION

The broadband mode filtering allows one to decompose the received signal into a number of independent signals with a re-
duced channel delay spread. The sharp correlations of signals from the output of mode filters and large SNR show that even a simple demodulator can achieve a high-quality reception. The mode-filtering method performed very well at 102 and 203 Hz and has satisfactory performance at 814 Hz. The data processing shows that even in a very complicated environment with strong internal wave solitons, the acoustical energy is concentrated in a small number of the first acoustical modes. A receiver can estimate the mode-time intensity distribution and use a signal from a more intensive mode (or a few of them) for demodulation. A very high-quality data transmission can be achieved for a range of approximately 19.2 km at the frequencies 102 and 203 Hz. Some additional properties of mode filtering for communication, such as constellations of complex envelopes at the output of the mode filters for different modes, were discussed in [16]. The comparison of BER for single hydrophone receiver and for the mode-filtering output is discussed in [17] and is not considered in this paper.

Fig. 9. Bit error rate.

Fig. 10. BER versus SNR in a selected modal channel.

APPENDIX
BROADBAND MODE-FILTER DSP IMPLEMENTATION IN FREQUENCY DOMAIN

The broadband mode filter transforms acoustical array input signals into time-variable mode coefficients at its output. The bandwidth and sampling rate of the input and output signals do not change. The filter works in real time with a small delay, because of the filter time transient response. The filter can be implemented in the frequency domain as a baseband or passband linear system or in the time domain as an array of FIR filters. The former approach is easy for data processing and the second is better for fast DSP implementation.

Let us first consider a frequency-domain passband mode filter based on Moore–Penrose pseudoinverse. The input signal for each hydrophone was sampled and divided into sections $S^l = \{s_1; s_2; \ldots; s_k\}^T$, where the superscript $l$ will denote section number in later sections. Each row $S_j = \{s_{j1}; s_{j2}; \ldots; s_{jn}\}$ of the matrix $S^l$ is the sequence of passband signal samples from the hydrophone number $j$; $s_{ji}$ is the $i$-sample from $j$-hydrophone. The number of hydrophones is $k$.

Each section for each hydrophone was zero-padded and then Fourier-transformed at 64 frequencies: $\hat{S}_j = \{s_{j1}; s_{j2}; \ldots; s_{j64}; 0, 0, \ldots\}$; $X_j = \text{FFT}(\hat{S}_j), X = \{X_1; X_2; \ldots; X_k\}^T$, where FFT() is the fast Fourier transform; each row $X_j$ from the matrix $X$ is the spectrum of zero-padded signal from hydrophone number $j$. The length of each vector row $\hat{S}_j$ and $X_j$ is $n_p$. The column $X^j(f) = \{x_{1j}; x_{2j}; \ldots; x_{kj}\}$ from matrix $X$ is the sound pressure with the frequency $f$ distributed over $k$ hydrophones. The PI is applied to that column vector at each frequency

$$V^i(f) = M(f) \cdot X^i(f);$$
$$M(f) = (\Psi^H(f) \cdot \Psi(f))^{-1} \cdot \Psi^H(f)$$
and output matrix for the processing section \( (l) \) stacks from columns \( V^l_i, V^l_i = \{V^1_i, V^2_i, \ldots, V^{m_l}_i\} \). The samples of mode complex envelope \( Z^m_i \) for the mode number \( m \) from a processed section are obtained after inverse fast Fourier transformation of each row of matrix \( V^l_i Z^m_i = \text{IFFT}(V^l_m) \), where matrix \( Z^m_i = \{Z_1^m; Z_2^m; \ldots; Z_k^m\}^T \).

The final operation is combining segments \( Z^m_i \) for each mode channel into the long series of output signal samples using the overlap–add method. For \( l = 0 \): \( y_{m,j} = z_{m,j}^l \), \( 1 < j < n_l \) for \( l > 0 \).

Then

\[
y_{m,n_l+j} = \begin{cases} 
z_{m,j}^l + z_{m,j+n_l}^{(l-1)}, & 1 < j < (n_l - n_p) \\
(n_l - n_p) < j < n, & \end{cases}
\]

The second row in the last equation is the overlap part of the signal segments.
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