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ABSTRACT

A novel mechanism of decadal midlatitude coupled variability, which crucially depends on the nonlinear dynamics of both the atmosphere and the ocean, is presented. The coupled model studied involves quasi-geostrophic atmospheric and oceanic components, which communicate with each other via a constant-depth oceanic mixed layer. A series of coupled and uncoupled experiments show that the decadal coupled mode is active across parameter ranges that allow the bimodality of the atmospheric zonal flow to coexist with oceanic turbulence. The latter is most intense in the regions of inertial recirculation (IR). Bimodality is associated with the existence of two distinct anomalously persistent zonal-flow modes, which are characterized by different latitudes of the atmospheric jet stream. The IR reorganizations caused by transitions of the atmosphere from its high- to low-latitude state and vice versa create sea surface temperature anomalies that tend to induce transition to the opposite atmospheric state. The decadal-interdecadal time scale of the resulting oscillation is set by the IR adjustment; the latter depends most sensitively on the oceanic bottom drag. The period $T$ of the nonlinear oscillation is $7$–$25$ yr for the range of parameters explored, with the most realistic parameter values yielding $T \approx 20$ yr.

Aside from this nonlinear oscillation, an interannual Rossby wave mode is present in all coupled experiments. This coupled mode depends neither on atmospheric bimodality, nor on ocean eddy dynamics; it is analogous to the mode found previously in a channel configuration. Its time scale in the model with a closed ocean basin is set by cross-basin wave propagation and equals $3$–$5$ yr for a basin width comparable with the North Atlantic.
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1. Introduction

a. Motivation

A major ambiguity in prescribing any portion of the climate change to midlatitude coupled dynamics stems from apparent failure of the general circulation models (GCMs) to detect a robust and statistically significant atmospheric response to weak, ocean-induced sea surface temperature (SST) anomalies (Kushnir and Held 1996; Saravanan 1998; Rodwell et al. 1999; Mehta et al. 2000). We hypothesize here that, in order to be conducive to midlatitude coupled variability, an atmospheric model must necessarily be characterized by a strongly nonlinear behavior, which will allow small perturbations of external (SST) forcing to cause substantial low-frequency reorganizations of atmospheric flow patterns. A conceptual way to think about GCMs not supporting midlatitude coupled modes would then be to say that they likely operate in a linear regime (which may be quite realistic, of course). Another feature of GCMs that reduces their potential for active midlatitude coupled dynamics, and can also, in this case, be more easily criticized from a dynamical perspective, has to do with coarse resolutions of the GCMs’ oceanic components, a consequence of which is the appearance of relatively smooth, laminar ocean circulations. The ocean, though, is characterized by energetic variability and nonlinear behavior. The clear significance of such turbulence in the ocean calls into question the results of coupled GCM results conducted in the absence of these dynamics.

To address the above hypotheses, we study the behavior of a coupled ocean–atmosphere numerical model, in which both atmospheric and oceanic components are governed by quasigeostrophic (QG) dynamics at spatial resolutions that allow vigorous intrinsic variability in both fluids. In the ocean, this variability is concentrated and near the eastward jet formed by the merger of the separated western boundary currents and the adjacent inertial recirculation (IR) region (see Holland 1978; we use essentially the same model for our experimentation). This region is characterized by two strong vortices of opposite sign, on either side of the separated eastward jet, whose transports exceed those in the Sverdrup interior by a factor of 3–4. A feature of the atmospheric component of the model (which is identical to that of Kravtsov et al. 2005a) of considerable importance to the present study is that in certain parameter ranges of the surface drag coefficient $k$, the model’s intrinsic low-frequency variability (LFV) consists of irregular transitions between two anomalously persistent, high- and low-latitude jet states, which we will refer to as the atmospheric bimodality.

In our control case, we will use the value of $k^{-1} = 6.17$ days, for which the intrinsic transitions to the atmospheric low-latitude state are frequent, but irregular in the uncoupled atmospheric setting (see Kravtsov et al. 2005a). In our coupled model, however, where the ocean and atmosphere exchange heat and momentum via a constant-depth mixed layer of Kravtsov and Robertson (2002), the frequency of these transitions varies in time and exhibits a broad spectral peak centered at about 9 yr (not shown); the same spectral peak is present in the oceanic time series (see Fig. 1). The oscillation involves the development of an intense ocean eastward jet and vigorous IR vortices when the high-latitude atmospheric jet persists, while the oceanic jet weakens and breaks down into eddies during the phase characterized by more frequent atmospheric transitions to the low-latitude state (Kravtsov et al. 2006, hereafter K06).

The purpose of the present paper is to investigate the dynamics of this behavior by carrying out and analyzing various uncoupled integrations and studying the sensitivity to oceanic and atmospheric parameters, most notably to the atmospheric surface drag coefficient and the oceanic bottom drag, as well as to the ocean model’s horizontal resolution. The former, as we have already pointed out, controls atmospheric bimodality, while the latter two impose restrictions on the oceanic turbulence. The suite of the proposed experiments is thus designed to establish (i) whether the behavior is inherently coupled, and (ii) whether the atmospheric bimodality and oceanic turbulence are essential for this behavior.

b. Summary of experiments and road map

We summarize the major experiments we have performed in Table 1. Experiment 1 is the control run,
<table>
<thead>
<tr>
<th>Expt</th>
<th>Duration</th>
<th>$k^{-1}$</th>
<th>Resolution</th>
<th>$A_H$</th>
<th>$D_I$</th>
<th>Forcing</th>
<th>Bimodal</th>
<th>Intermittency</th>
<th>NL</th>
<th>$R$</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1000</td>
<td>6.17</td>
<td>10</td>
<td>200</td>
<td>30</td>
<td>Coupled</td>
<td>Yes</td>
<td>1-2</td>
<td>5-15</td>
<td>Yes</td>
<td>Control run</td>
</tr>
<tr>
<td>2</td>
<td>800</td>
<td>7.12</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td></td>
<td>—</td>
<td>0.1-0.2</td>
<td>No</td>
<td>—</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>400</td>
<td>5.45</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td></td>
<td>Weak</td>
<td>10-20</td>
<td>5-15</td>
<td>—</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>800</td>
<td>6.17</td>
<td>20</td>
<td>1000</td>
<td>—</td>
<td></td>
<td>Yes</td>
<td>1-2</td>
<td>No</td>
<td>—</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>—</td>
<td>7.12</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td></td>
<td>—</td>
<td>0.1-0.2</td>
<td>—</td>
<td>—</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>—</td>
<td>5.45</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td></td>
<td>Weak</td>
<td>10-20</td>
<td>—</td>
<td>—</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>—</td>
<td>6.17</td>
<td>10</td>
<td>200</td>
<td>3</td>
<td></td>
<td>Yes</td>
<td>1-2</td>
<td>15-25</td>
<td>—</td>
<td>Low ocean drag</td>
</tr>
<tr>
<td>8</td>
<td>400</td>
<td>N/A</td>
<td>—</td>
<td>—</td>
<td>30</td>
<td>Atmospheric climatology + stochastic time dependence from expt 1</td>
<td>N/A</td>
<td>N/A</td>
<td>No</td>
<td>No</td>
<td>Ocean-only run</td>
</tr>
<tr>
<td>9</td>
<td>1000</td>
<td>6.17</td>
<td>40</td>
<td>N/A</td>
<td>N/A</td>
<td>Ocean climatology from expt 1</td>
<td>Yes</td>
<td>1-2</td>
<td>—</td>
<td>—</td>
<td>Atmosphere + mixed layer run</td>
</tr>
<tr>
<td>10</td>
<td>800</td>
<td>7.12</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>Ocean climatology from expt 2</td>
<td>—</td>
<td>0.1-0.2</td>
<td>—</td>
<td>—</td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>—</td>
<td>5.45</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>Ocean climatology from expt 3</td>
<td>Weak</td>
<td>10-20</td>
<td>—</td>
<td>—</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>800 × 8</td>
<td>6.17</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>Ocean composites from expt 1</td>
<td>Yes</td>
<td>1-2</td>
<td>N/A</td>
<td>N/A</td>
<td>Shows that ocean affects atmosphere</td>
</tr>
<tr>
<td>(13)</td>
<td>100 × 3</td>
<td>N/A</td>
<td>10</td>
<td>200</td>
<td>30</td>
<td>Atmospheric composites from expt 2</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>Fine-resolution ocean adjustment</td>
</tr>
<tr>
<td>(14)</td>
<td>—</td>
<td>—</td>
<td>20</td>
<td>1000</td>
<td>—</td>
<td>Atmospheric composites from expt 5</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td></td>
</tr>
<tr>
<td>(15)</td>
<td>—</td>
<td>—</td>
<td>10</td>
<td>200</td>
<td>3</td>
<td>Atmospheric composites from expt 7</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>Adjustment in the ocean model using low bottom drag; patterns are similar to 13, but time scale is longer</td>
</tr>
</tbody>
</table>
which uses a high value of oceanic bottom drag (an equivalent depth of bottom Ekman layer $D_f = 30$ m) and an intermediate atmospheric surface drag of $k^{-1} = 6.17$ days. Experiments 2 and 3 are identical to experiment 1 except for the value of the atmospheric surface drag, which is respectively lower and higher than that in the control run. Experiments 4–6 are analogous to experiments 1–3, but use a coarser-resolution ocean model and, hence, higher horizontal viscosity, while experiment 7 uses the resolution and viscosity of the control run, but a value of the ocean bottom drag coefficient that is 10 times smaller ($D_f = 3$ m). Thus, experiments 1–7 all use a fully coupled model. We will see, however, that coarse-resolution experiments do not support the coupled mode of the control run, while the period of this mode increases as the ocean bottom drag is reduced. Both of these properties suggest that the ocean eddies are essential to the oscillation.

The remainder of the experiments are uncoupled. Experiments 8–11 are designed to establish the coupled nature of the phenomenon under consideration. Experiment 8 is an ocean-only integration forced by surrogate atmospheric pumping, which consists of a constant, time-mean field and a stochastic component obtained by fitting a linear stochastic model (Kravtsov et al. 2005b) to the history of this forcing from the fully coupled run (experiment 1). Experiments 9–11 use time-mean ocean circulation from experiments 1–3, respectively, to force the atmosphere–ocean–mixed layer model. The decadal oscillatory behavior is not realized in any of the above uncoupled integrations, and we conclude that coupled dynamics are at play (a spectral peak at a period of about 4–5 yr appears, though, in all coupled experiments (see, e.g., Fig. 1), and is associated with a coupled Rossby wave mode (see section 5)).

To show how the atmosphere responds to ocean-induced SST anomalies, Experiment 12 uses composites of ocean circulation keyed to phase categories of the 9-yr cycle of experiment 1 (see section 2b) to force the atmosphere–ocean–mixed layer model and documents changes in conditional probability of the atmospheric low-latitude state. Finally, to clarify the role of ocean eddies in setting up the coupled oscillation’s time scale, ocean adjustment experiments 13–15 use ocean–QG–interior coupled to an ocean–mixed layer model forced by composites of atmospheric circulation in the high-latitude state for 100 yr, the low-latitude state for another 100 yr, and, again, 100 yr of the high-latitude state. (These experiments used models from experiment 2, 5, and 7, respectively. Atmospheric composites were computed as described in section 2b.) They will demonstrate that (i) the major difference between the adjustment of the high-resolution, eddy-rich ocean (experiment 13) versus its coarse-resolution counterpart (experiment 14) is the lack of eddy-induced SST anomalies in the latter; and (ii) that the oscillation period (in experiments 1 and 7) scales as the eddy-driven adjustment time scale (as determined by experiment 13 and 15, respectively).

The paper is organized as follows. In section 2, we describe the analysis methods we used. Sections 3 and 4 focus on the roles of atmospheric and oceanic nonlinearity in the coupled oscillation, respectively. The linear coupled Rossby wave mode is described in section 5. Concluding remarks follow in section 6.

2. Methods

a. Spectral analysis

We applied to the oceanic and atmospheric time series two complementary methods of advanced spectral analysis (Ghil et al. 2002a): the multitaper method (MTM; Thomson 1982, 1990; Mann and Lees 1996) and singular spectrum analysis (SSA; Vautard and Ghil 1989; Dettinger et al. 1995). These methods provide more accurate and reliable detection of periodicity in a given time series compared to traditional Fourier methods, and SSA also provides more consistent compositing procedures.

1) MTM

MTM replaces the single window used in Fourier analysis by a small set of optimal windows (tapers) that objectively minimize power leakage and reduce uncertainties in the estimated spectra. Statistical significance against a red noise null hypothesis is assessed by fitting an autoregressive [AR(1)] process to the time series being tested (Mann and Lees 1996). To concentrate on decadal variability, we first took 1-yr-long nonoverlapping box-car averages of a given time series and used three tapers to compute MTM spectra, resulting in a spectral resolution of 0.02 cycle yr$^{-1}$.

2) SSA

SSA computes the eigenvalues and eigenvectors of a given time series lag-covariance matrix. These eigenvalues and eigenvectors are also called the singular values of the time series and the temporal empirical orthogonal functions (T-EOFs), respectively. The projection of the original time series onto T-EOFs yields temporal principal components (T-PCs). An oscillatory component is represented in SSA by a single pair of approximately equal singular values, with respective temporal EOFs and PCs in phase quadrature (Vautard...
and Ghil 1989); its characteristic frequency is estimated by maximizing the correlation with a sinusoid. To eliminate spurious pairs, we have applied three tests: (i) a $\chi^2$ test against a red noise null hypothesis (Allen and Smith 1996); (ii) a lag-correlation test to verify that two given PCs are indeed in quadrature (Ghil and Mo 1991); and (iii) the “same frequency” and “strong FFT” tests of Vautard et al. (1992). In each case, we have used the 40-day binning and applied an SSA window width of $365 \times 40$ days = 40 yr.

The same statistically significant oscillations were detected in most cases when we applied a generalization of SSA to a time series of vectors, the so-called multi-channel SSA (M-SSA; Keppenne and Ghil 1993; Plaut and Vautard 1994; Ghil et al. 2002a), to the combined atmospheric and ocean time series. We also computed the reconstructed components (RCs) of the oscillation. The RCs are narrowband versions of the time series, where the band filters are derived from the time series itself in order to maximize the variance captured (Ghil and Vautard 1991; Vautard et al. 1992).

For each time series we have considered, the two complementary methods of spectral analysis described above have identified the same statistically significant periodicities.

b. Compositing

For each detected oscillation, we obtained its composite cycle in a given oceanic or atmospheric scalar quantity or field by dividing the RC time series obtained by M-SSA into eight phases, and averaging each field under consideration over the days belonging to each phase. The time series we used for defining the eight phases were, typically, the atmospheric jet position and the oceanic kinetic energy, and each of the eight phases contained the same amount of data points.

We applied the same compositing methodology to obtain atmospheric high- and low-latitude jet regime patterns for the use in ocean-only adjustment experiments. In this case, we first computed the probability density function (PDF) of the atmospheric jet’s latitude by binning its values into 30 equal segments and counting the number of days the model spent within each segment, divided by the total number of data points in the time series. The PDF was typically strongly skewed and well represented as a sum of two Gaussians. The atmospheric regimes were computed by compositing the points in the neighborhood of each of the two Gaussians.

c. Lagged covariance analysis

We will use this analysis in section 5 to describe the model’s coupled Rossby wave mode. In this approach, we regress the model fields onto the time series of ocean kinetic energy, centered, normalized, and filtered in the 1–10-yr band; multiplying the filtered time series so obtained by $-1$ has the field at lag 0 correspond to an ocean state with minimum kinetic energy. The convention we use is that the fields at negative lags are the patterns that arise prior to the minimum of the kinetic energy and those at positive lags follow the minimum of kinetic energy.

3. Nonlinear atmospheric sensitivity

In this section, we explore dependence of the coupled decadal–interdecadal mode on atmospheric bimodality and establish the ways in which the ocean affects atmospheric circulation nonlinearly, by changing the attractor basin of the atmosphere’s low-latitude state.

a. Sensitivity to atmospheric surface friction

The PDFs of atmospheric jet position for the coupled experiments using lower and higher values of surface friction (experiments 2 and 3 in Table 1) are shown in Fig. 2. The PDF based on data from experiment 2 exhibits pronounced bimodality, while there is considerable skewness, but no multiple PDF maxima in experiment 3; the control run’s (experiment 1) PDF has the skewness in between the values characterizing experiments 2 and 3. This skewness is still indicative of the presence of two dynamically distinct states, or modes, namely high- and low-latitude atmospheric states (see Kravtsov et al. 2005a).

An MTM-based spectral analysis of ocean kinetic energy time series from experiments 2 and 3 is shown in Fig. 3. This analysis does identify both the 4- and 10-yr peaks for experiment 3 and a similar 4-yr peak, but no decadal peak in experiment 2. The decadal peak in experiment 3 is slightly shifted with respect to the 9-yr peak in the control run (experiment 1). Similarly, interannual peak in the control run at 5 yr is slightly shifted with respect to 4-yr peaks of experiments 2 and 3.

The interannual peak with a period of 4–5 yr is, in fact, present in all coupled experiments listed in Table 1, as identified by both MTM and SSA analysis of the oceanic kinetic energy (not shown). In contrast, no uncoupled integration exhibits such a peak (see Table 1). This signal is associated with a coupled propagating Rossby wave, which will be described in greater detail in section 5. This wave does not induce significant variations of the atmospheric jet position, hence none of the spectra of the latter quantity exhibit such a peak (not shown). An interannual spectral peak in the atmo-
spheric circulation is, however, captured by applying first traditional PC analysis in space (Preisendorfer 1988) to the monthly mean atmospheric streamfunction. The resulting EOFs 2 and 3 have a wave-4 spatial pattern and the associated PCs exhibit a 4–5-yr spectral peak (not shown).

An analysis of experiment 3 (high surface drag), similar to that performed in K06 for the control run, shows that the decadal oscillation identified in the spectra of Figs. 1 and 3b here has the same spatial and temporal characteristics (not shown) as the decadal oscillation of the control run, although it is responsible for a smaller fraction of the model’s variance. As the surface friction parameter increases further and the atmospheric model becomes less and less bimodal (see Kravtsov et al. 2005a), the coupled nonlinear oscillation disappears altogether, along with nonlinear atmospheric sensitivity to ocean-induced SST anomalies.

The absence of the coupled nonlinear oscillation from experiment 2 with low atmospheric surface drag (Fig. 3a) is somewhat surprising in light of our arguments about the role of atmospheric bimodality in this oscillation. The apparent contradiction has to do with the number of atmospheric jet transitions to the low-latitude state at low values of bottom drag. Figures 4a–c show 200-yr-long segments of the atmospheric jet position simulated in experiments 2, 1, and 3, respectively.

For low values of surface friction (Fig. 4a), the time series is extremely intermittent, with very infrequent transitions to the low-latitude state, at a rate of roughly one transition per decade. This characteristic of the experiments is summarized in the “intermittency” column of Table 1. As a consequence of these transitions being so rare, there is little opportunity for the ocean to influence their frequency on decadal time scales, and the coupled decadal oscillation is therefore not present. In the control run (Fig. 4b), on the other hand, the transitions are much more frequent, at a rate of a dozen transitions per decade, and the coupled mode does arise. The degree of intermittency weakens even further with increasing atmospheric surface drag (Fig. 4c); since the two jet states become also less separated in
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**Fig. 2.** PDF of atmospheric jet position: (a) experiment 2 in Table 1 (slow spindown); and (b) experiment 3 in Table 1 (fast spindown).

![Ocean kinetic energy MTM spectrum](image)

**Fig. 3.** MTM spectra of ocean kinetic energy: (a) experiment 2 (slow spindown); and (b) experiment 3 (fast spindown).
latitude, the variability associated with the coupled mode accounts here for less of the model’s total variance.

Thus, the nonlinear coupled oscillation occurs within a limited range of the atmospheric surface friction parameter. This range corresponds to the atmospheric circulation that is weakly bimodal and not too intermittent.

b. Composite 9-yr cycle of the control run

In Fig. 5a we show the composite cycle of the atmospheric jet position and ocean kinetic energy for the control run’s coupled oscillation. The jet position time series leads that of ocean kinetic energy by roughly a quarter of a cycle. This cycle is asymmetric in the jet position, with a longer high-latitude stage and a shorter low-latitude stage, while the kinetic energy cycle is more symmetric.

c. Sensitivity to ocean forcing

To quantify nonlinear sensitivity of the atmospheric transitions to ocean-induced SST anomalies, we have performed long integrations of the atmosphere–ocean–mixed layer component of our model, forced by ocean circulation composites (experiment 12 of Table 1). The composites were keyed to the eight phases of the 9-yr oscillation in the control run (experiment 1). We computed, in each experiment, the probability of the low-latitude state, defined as the number of days spent in this regime divided by the total number of days in the time series. The results are shown in Fig. 5b.

The probability changes by about 10% of its mean value during the course of the oscillation; the high-energy ocean state (Fig. 5a) is more likely to induce atmospheric transition to the low-latitude regime and vice versa. Thus, the atmospheric high-latitude jet state favors eastward extension of the oceanic jet, and an overall more energetic ocean state (phases 2, 3, and 4 in Fig. 5a). This ocean state, in turn, favors more frequent atmospheric transitions to the low-latitude state (Fig. 5b), and the negative swing of the coupled cycle begins (phases 5, 6, and 7 in Fig. 5a).
We next examine the SST anomalies that result in the changes of low-latitude jet occurrence frequency, and plot in Fig. 6 the difference between the composite SST fields associated with phases 5 and 1 of the oscillation in experiment 12 (Figs. 5a,b). The increased probability of the atmospheric low-latitude state is thus induced by the elongated, monopolar pattern of positive SST anomalies centered roughly at the location of the climatological eastward jet extension in the ocean. Similarly, negative SST anomalies in the oceanic jet extension region induce atmospheric preference for less frequent transitions to the low-latitude atmospheric state (not shown).

Changes of 10% in the occurrence frequency of the low-latitude regime, like in Fig. 5b, as well as SST anomaly patterns similar to that in Fig. 6 can in fact be obtained in atmosphere-only simulations conditioned on the states of the coarse-resolution ocean model (not shown). If this is the case, then why does the coarse-resolution ocean model, coupled to the same atmospheric component, not exhibit the coupled decadal variability? In section 4 we will show that the SST-forcing pattern in Fig. 6 in the higher-resolution ocean integration exhibits increased persistence due to more active ocean eddies; this increased persistence is, therefore, a primary reason for the existence of the coupled mode.

4. Role of ocean nonlinearity

In this section, we consider the following two questions: “what determines the time scale of the nonlinear coupled oscillation?” and “how important are ocean eddies in forcing SST patterns that ensure effective ocean–atmosphere coupling?”

a. Ocean adjustment to switches between atmospheric forcing regimes

To test the hypothesis that the time scale of the coupled oscillation is set by nonlinear oceanic adjustment to switches between high- and low-latitude atmospheric forcing regimes, we perform ocean adjustment experiments: experiments 13–15 in Table 1 (see section 1b). The results from experiments 13 and 14 are plotted in Fig. 7 for the transition from the low- to the high-latitude forcing regime. Here we plot the root-mean-square (rms) distance (defined as a Euclidean distance between two vectors, i.e., the square root of the sum of squared differences between corresponding components of the two vectors) of the corresponding zonally averaged SST fields.

Prior to the analysis, we have applied a 5-yr running-mean filter to all the fields considered. The results depend very little on the filter’s window size: they are qualitatively the same if 3- or 7-yr filters are used instead (not shown). The distance plotted is normalized by the distance between the time-averaged high- and low-latitude states. Solid lines show the results from experiment 13, which uses the fine-resolution ocean,
and light lines show the results from experiment 14 with coarser ocean resolution. In both cases, the distance decreases fairly rapidly over about 3–5 yr, from values of about 0.8–0.9 to values below 0.2. The asymptotic values below 0.1 are reached after about 10 yr and differ from zero due to the presence of intrinsic ocean variability in the model.

The initial, fast stage of the adjustment may be called the “advective stage,” since it is characterized by the northward migration of the point at which the western boundary current separates from the boundary, in response to the shift in the atmospheric jet position. This northward migration can be seen in Figs. 8a,c for the fine-resolution case (experiment 13) and in Figs. 8b,d for the coarse-resolution case (experiment 14). The duration of this stage is set by the ocean advective time scale: the distance between the two separation points, before and after the migration, divided by the characteristic velocity of the western boundary current equals approximately 2–3 yr in experiment 13 and 3–5 yr in experiment 14.

The following, slower stage of adjustment may be called the “eddy-driven stage”; see Figs. 8e,g and Figs. 8f,h for the high- and coarse-resolution cases, respectively. This stage takes another 3–7 yr and is governed by eddy dynamics (Dewar 2003). In the fine-resolution case, the rapid adjustment stage (Figs. 8a,c,e) results in relocation of the separated oceanic jet to a new latitudinal position, while the slow stage (cf. Figs. 8e,g) is characterized primarily by the increasing intensity of the jet and the degree of eastward penetration into the ocean basin. In contrast, large-amplitude circulation anomalies in the low-resolution case (Figs. 8b,d,f,h) are localized closer to the western boundary, with lesser penetration of the jet into the basin’s interior.

A major difference between the oceanic adjustment process in fine- and low-resolution ocean models is a slower eddy-driven stage of SST adjustment; the corresponding time scale is of about 3–4 yr for the coarse-resolution model and 6–7 yr for the fine-resolution model. This difference of about 2–3 yr, as well as different patterns of transient SST anomalies (see below), is responsible for the coarse-resolution integration’s not exhibiting the coupled decadal oscillation characteristic of the fine-resolution case (Table 1).

The evolution of SST anomalies during the adjustment is plotted in Fig. 9. Figures 9a,b,d,e,g,h present results for the fine- (experiment 13) and low-resolution (experiment 14) version of the ocean model, while Figs. 9c,f,i plots the evolution of zonally averaged SST anomalies for both simulations. The anomalies shown are computed with respect to the final state, which is also characterized by a high-latitude mean position of the oceanic jet and approximately reached by year 10 of either simulation (Figs. 9g–i).

The difference between the fine- and coarse-resolution ocean simulations is most clearly seen in comparing the SST anomalies at year 4 (Figs. 9d–f). The fine-resolution model is characterized here by a tongue of positive SST anomalies along the new, high-latitude location of the separated jet (Fig. 9d), while the low-resolution case’s SST anomalies in this region are weaker and have a smaller east–west scale. This results in a pattern of zonally averaged SST anomalies that differs considerably from one model version to the other (Fig. 9f). The SST anomalies in Fig. 9d are quite similar to those in Fig. 6 and thus tend to force more frequent transitions of the atmospheric jet to the low-latitude state. The increased persistence of these anomalies is quite clearly associated with ocean eddy dynamics, since they do not arise in the weaker eddy, coarse-resolution ocean experiments.

The SST anomalies in Fig. 9d are associated with the “overshoot” of the ocean jet after the fast, advective stage of the adjustment: the latitude of the eastward jet at year 4 (Fig. 8e) is to the north of the ocean jet’s final latitude (Fig. 8g); the latter latitude coincides with the position of the atmospheric jet’s high-latitude state. Thus, the positive tongue of SST anomalies to the north of the high-latitude atmospheric jet induces transitions to the low-latitude atmospheric state; conversely, negative SST anomalies to the south of the low-latitude atmospheric jet (not shown) favor the high-latitude state of this jet. The transient, but fairly persistent overshoot of the oceanic jet that determines these SST anomalies is maintained by the oceanic baroclinic eddies via a nonlinear rectification process. According to Berloff (2005), these eddies act on the large-scale oceanic flow as a small-scale stochastic forcing; this forcing, though, is organized by the combined action of the nonlinearity and the $\beta$ effect so as to preferentially deposit positive potential vorticity anomalies to the north of the jet, and negative anomalies to the south. In the coupled integrations using the coarse-resolution ocean model, the eddy field is weak, and the eddy-driven stage of the adjustment is both shorter and less effective; consequently, the coupled decadal mode is not found in these experiments.

We conclude, therefore, that ocean eddy dynamics is essential for the coupled oscillation in setting up SST anomalies that are able to affect the atmospheric flow in a way that maintains and reinforces the coupled mode. They are also instrumental in setting up the time scale of the oscillation. The latter time scale is related to the duration of the eddy-driven adjustment stage, which determines how long SST anomalies in the vicin-
Fig. 8. Snapshots of the upper-layer streamfunction $\Psi$, for the ocean adjustment experiments in Fig. 7: (a), (c), (e), (g) experiment 13 (adjustment of the fine-resolution ocean) and (b), (d), (f), (h) experiment 14 (adjustment of the coarse-resolution ocean). (a), (b) Initial (unfiltered) state; (c), (d) the state after 2 yr; (e), (f) after 4 yr; and (g), (h) after 10 yr. The contour interval is 5 Sv (1 Sv = $10^6$ m$^3$ s$^{-1}$); negative contours are dashed.
ity of the eastward jet can exist in the absence of local atmospheric forcing; the resulting multiyear time lag leads to the decadal–interdecadal oscillation. To further study the role of eddies in setting up the time scale of the oscillation, we next consider experiments that use a lower ocean bottom drag coefficient, namely, experiments 7 and 15 in Table 1.

**b. Coupled experiment with low ocean bottom drag**

1) **CLIMATOLOGY, SPECTRA, AND COMPOSITE CYCLE**

The major difference between climatological patterns of ocean circulation from the coupled run with low ocean bottom drag and their analog for the control
run, which uses a larger value for the bottom drag, is in the magnitude and spatial extent of the inertial recirculations. The IR are stronger and occupy a larger area in the low-drag experiment (not shown). In this regard, the results for the low-drag experiment are thus more realistic.

The spectrum of annually averaged data from experiment 7 (not shown) exhibits a broad spectral peak centered at about a 20-yr period, in both jet position and ocean kinetic energy time series. The oceanic spectrum also exhibits a 5-yr peak representative of a coupled Rossby wave signal (see section 5). The 20-yr oscillation has atmospheric and oceanic spatiotemporal patterns (not shown) that resemble those of the 9-yr coupled oscillation discussed in K06.

The composite cycle of the 20-yr oscillation in jet position and ocean kinetic energy (not shown) is also very similar to that of the 9-yr oscillation of the control coupled run. In particular, these two scalar quantities exhibit the same phase relations as the 9-yr coupled oscillation of the control run (Fig. 5a): the jet position time series leads that of ocean kinetic energy by a quarter of a cycle.

To summarize, the low bottom drag run thus exhibits the same type of oscillation as the control run, but with a period that is roughly twice as long.

2) ADJUSTMENT EXPERIMENTS

To better understand this difference in period, we now compare ocean adjustment experiments that use high and low values of the ocean drag (experiments 13 and 15 in Table 1). The results are shown in Fig. 10 for the adjustment of the upper-layer streamfunction \( \Psi_1 \) to a switch from atmospheric forcing by a low-latitude (LL) jet to forcing by a high-latitude (HL) jet state. The rapid, advective phase of the adjustment (see section 4a) has the same time scale in the two runs, while its subsequent, eddy-driven component is considerably longer in the run with low ocean drag: 15 versus 6 yr. The eddy-driven adjustment time scale has, therefore, a decisive effect on the period of the coupled oscillation.

In the eddy-driven adjustment, the lower layers’ potential vorticity fields adjust to the forcing of the upper layers. The time scale of this adjustment via eddy fluxes of potential vorticity (Dewar 2003) is longer in the low bottom drag run, since lateral eddy fluxes have to do most of the dissipation in the deepest layer, as opposed to direct dissipation via bottom drag in the control run.

5. Coupled Rossby wave mode

We now turn to the coupled Rossby wave mode, which is present in all the coupled experiments (see Table 1) and has a period of 3–5 yr [see sections 3a and 4b(2)]. To visualize this mode, we regress oceanic and atmospheric fields onto 1–10-yr bandpass-filtered ocean kinetic energy from experiment 3, multiplied by \( \Psi_1 \), and normalized to have unit variance.

The results for atmospheric temperature are plotted in Fig. 11. The evolution is characterized by a westward-propagating wave-4. Circulation anomalies associated with this signal in the upper-ocean layer are shown in Fig. 12. They have the same spatial scale as that of the atmospheric wave (Fig. 11) and also propagate westward. SST evolution is depicted in Fig. 13. Note that the SST wave is in phase with atmospheric temperature and in quadrature with \( \Psi_1 \). Moreover, SSTs and atmospheric temperature anomalies have a similar magnitude, with SST anomalies being slightly larger, which indicates that SST anomalies force atmospheric response rather than vice versa.

It follows that this mode is a coupled Rossby wave of the type studied by Goodman and Marshall (1999) in a linear channel model of both atmosphere and ocean. Our model has a closed ocean basin, and the period of this linear oscillation is equal to the time it takes for the lowest-mode Rossby wave of this basin to cross it (Sheremet et al. 1997; Chang et al. 2001). The dominant atmospheric wave associated with this Rossby basin mode is equivalent barotropic and its wavenumber 4 is also set by the ocean basin’s extent, which is equal to 1/4 of the channel length. This wave does exist in uncoupled atmospheric experiments (Kravtsov et al. 2005a), but exhibits no regularity in the interannual
band. In the coupled integration, it is amplified via a positive feedback with the ocean component’s Rossby basin mode, as described by Goodman and Marshall (1999) in their channel model.

6. Concluding remarks

a. Summary

This paper analyzes in greater detail a novel, highly nonlinear mechanism of coupled ocean–atmosphere behavior in the midlatitudes. This mechanism depends crucially on the nonlinear dynamics of both fluids, namely (i) nonlinear sensitivity of atmospheric flow to ocean-induced SST anomalies, which involves changes in the frequency of occurrence of two distinct zonal-mean zonal flow regimes; and (ii) ocean eddy dynamics of the so-called inertial recirculations (IRs), which enhance the SST anomalies that affect the atmosphere, as well as determine the time scale of the coupled signal. The latter signal appears in the spectral analysis of both the atmospheric and oceanic model time series as a

Fig. 11. Evolution of atmospheric temperature fields during the coupled Rossby wave cycle: lagged regression of atmospheric temperature onto centered normalized 1–10-yr bandpass-filtered time series of ocean kinetic energy (experiment 3; fast atmospheric spindown), multiplied by −1. Units and contour interval are given in the figure legend, the lag value is given in the heading of each panel. Lag 0 corresponds to negative kinetic energy anomaly, while positive lags correspond to $E_k$ time series leading the atmospheric temperature evolution. Negative contours are dashed, the zero contour is dotted. Shading denotes values statistically significant at the 5% level with respect to a linear stochastic process null hypothesis. Geometry is not to scale.
broad peak in a decadal range (Fig. 1). This peak is absent from all uncoupled integrations, as well as from fully coupled integrations that use a coarser-resolution ocean model, with less eddy activity (see Table 1).

In section 3, we have discussed the role of atmospheric nonlinearity. The nature of atmospheric behavior (i.e., bimodal versus unimodal) depends on the value of the surface friction coefficient. The bimodality is present for intermediate and low values of the surface drag, while the behavior at high drag is unimodal (see Kravtsov et al. 2005a; Fig. 2 herein). Coupled decadal oscillations appear only in the cases in which bimodality is present; see Figs. 1b and 3b. The variance associated with this coupled oscillation decreases as one tracks the model’s behavior to higher values of surface drag. The atmospheric signal in this band appears as a decadal modulation of the transitions from the dominant, high-latitude jet state to the much rarer low-latitude jet state.

At very low values of surface friction, however, while the bimodality is very pronounced (Fig. 2a), the coupled signal is not found either (Fig. 3a), just like in the cases with high-drag, unimodal behavior. This has to do with the transitions from the atmosphere’s preferred high-latitude state to its low-latitude state becoming too infrequent, at a rate of about one transition per decade, for low surface friction; in this case, the ocean cannot influence their occurrence frequency on decadal time scales (Fig. 4).

We have chosen the westerly jet position to characterize the state of the atmosphere during the coupled decadal–interdecadal cycle and the kinetic energy to characterize that of the ocean. The composite decadal cycle of these two quantities, both of which are highly relevant to the coupled variability, shows that the jet position leads ocean kinetic energy by a quarter of a cycle (Fig. 5). Given a high-latitude jet, the ensuing high-energy state of the ocean is associated with the development of an intense eastward jet, which penetrates far into the ocean basin, and vigorous IRs. The resulting oceanic circulation anomalies cause SST anomalies (Fig. 6), which tend to induce more frequent transitions of the atmosphere to its low-latitude state. These repeated transitions result in the collapse of the oceanic jet and development of SST anomalies that favor the return of the atmosphere to its high-latitude state (Fig. 5b).

Section 4 provided evidence for the role of ocean eddy dynamics in the coupled oscillation. In particular, we studied oceanic adjustment to a sudden switch in the atmospheric state from a low- to a high-latitude jet state, and vice versa, and we used three different models (experiments 13–15 in Table 1): the fine-resolution ocean model of the control run, an ocean model version
that has a coarser resolution and hence a much weaker eddy activity, and a fine-resolution ocean model version with a much smaller value of the ocean bottom drag coefficient than in the control run. In the coupled experiments that use these three models, only those with the fine-resolution ocean exhibit a coupled oscillatory mode. The period of this mode is roughly twice as long in the run with low ocean bottom drag, while it is entirely absent from the runs with a coarse-resolution ocean (experiments 1, 4, and 7 in Table 1).

We found that the ocean’s adjustment to a predominantly high- or low-latitude jet forcing has two components: a fast, advective phase and a slower, eddy dynamics–dominated phase (Figs. 7–9). The duration of the former phase is of 3–5 yr and depends relatively little on the ocean bottom drag (Fig. 10), while the latter phase can more than double in length (from 6 to 15 yr) as the bottom drag is reduced.

Higher resolution of the ocean model, and the resulting higher eddy activity, also give rise to more persistent anomalies in the separated ocean jet region (Figs. 8 and 9). The spatial pattern of these anomalies produces heat flux forcing on the atmosphere that favors atmospheric return to the initial, preadjustment state (cf. Figs. 9d and 6). We conclude, therefore, that IR anomalies force the SST anomalies, which are able to efficiently affect atmospheric transitions between the two distinct regimes.

In addition to the nonlinear, 10–20-yr coupled mode described above, we have also found a coupled mode that depends neither on atmospheric bimodality, nor on the ocean’s eddy dynamics. This interannual, linear coupled Rossby mode has been discussed in section 5. Phase relations between the oceanic and atmospheric fields (Figs. 11–13) show that this mode is analogous to the one studied by Goodman and Marshall (1999) in a channel geometry. Given our model’s closed ocean basin, the time scale of this oscillation appears to be set by the time it takes to the oceanic Rossby wave to cross the basin.

We have argued that ocean eddies contribute substantially to SST anomalies that play a key role in the coupled oscillation, as well as to the oceanic adjustment time scale and, therewith, to the oscillation’s period. We have done so in the present paper only by comparing the results of different coupled and uncoupled integrations. To understand in greater depth and detail the way ocean eddies operate in the coupled context, we have developed a novel technique to parameterize ocean eddies stochastically in a coupled model that uses a coarser-resolution ocean. We have shown, in particular, that the coupled behavior absent from a model that

![Fig. 13. Same as in Fig. 11, but for SST.](image)
uses a coarse-resolution ocean component is recovered when our novel stochastic eddy parameterization is applied (Berloff et al. 2007).

b. Discussion

Our model is highly idealized (low vertical resolution, quasigeostrophic dynamics, idealized geography, simplistic parameterizations of heat and momentum exchange between the ocean and the atmosphere, etc.) and therefore its results (likewise, the results from any type of an idealized model or theory) must be treated with caution when relating them to the real world. Having said that, we will now argue for a broad correspondence between the patterns and time scales of variability we have modeled and the observed ones.

The highly nonlinear coupled mode discussed here does not arise from an intrinsic oceanic mode; it involves, instead, a coupled adjustment process, in which the ocean modifies intrinsic atmospheric variability on decadal–interdecadal time scales via a nonlinear feedback due to interaction between the ocean’s large-scale flow and turbulent eddies. The most realistic results, in terms of the spatial extent and strength of the oceanic inertial recirculations, were obtained for low values of the oceanic bottom drag. For the optimal values of the bottom drag and resolution in the ocean model, the period of our nonlinear coupled mode is of about 15–25 yr, rather than the 9–10 yr for the control run. This interdecadal band has been found to be prominent in climatic signals over the North Atlantic (Plaut et al. 1995; Moron et al. 1998), as well as over the North Pacific (Chao et al. 2000) and in global SSTs and surface air temperatures (Folland et al. 1984; Ghil and Vautard 1991).

An interannual mode of intrinsic oceanic variability, called the gyre mode, has been discovered and well documented in a hierarchy of increasingly realistic ocean-only models (Jiang et al. 1995; Speich et al. 1995; Ghil et al. 2002b; Simonnet et al. 2003a,b, 2006; Dijkstra and Ghil 2005). The gyre mode’s fundamental period depends mainly on the nonlinear dynamics of the recirculation dipole near the separation of western boundary currents and is fairly independent of basin size. This period lies in the 5–10-yr band and seems to provide a plausible explanation for the 7–8-yr peak in North Atlantic SSTs (Moron et al. 1998), and sea level pressure (Da Costa and de Verdière 2002), as well as in the meridional displacements of the Gulf Stream axis (Dijkstra and Ghil 2005; Simonnet et al. 2005), the North Atlantic Oscillation index (Wunsch 1999), and the 335-yr-long time series of central U.K. temperatures (Plaut et al. 1995).

The spatial patterns of this mode bear certain similarities to those of our highly nonlinear coupled variability: they both involve modulations of the oceanic eastward jet’s meridional position, intensity, and eastward penetration into the basin, as well as associated reorganizations of the IR region. Still, Moron et al. (1998) show substantial differences between the basin-wide SST patterns of the 13–14-yr mode (their Fig. 9) and the 7–8-yr mode (their Fig. 10) in the North Atlantic, although both have particularly strong anomalies along the east coast of North America, between the Florida Straits and the Great Banks. There is a good likelihood, therefore, that the present 15–25-yr coupled mode might contribute to the interdecadal climate variability documented not only in the North Atlantic (Deser and Blackmon 1993; Kushnir 1994; Moron et al. 1998), but also in the North Pacific (Mantua et al. 1997; Chao et al. 2000) and globally (Folland et al. 1984; Ghil and Vautard 1991).

That being said, it appears fortunate that our coupled model does not support the gyre mode; indeed, this fact allowed us to identify and study in some depth the novel, highly nonlinear, truly coupled mode, with its 15–25-yr period, described in the present study. The reasons behind the absence of the gyre mode in our ocean model require further investigation.

To make matters even more complicated and interesting, Hogg et al. (2005, 2006) have obtained a 15-yr oscillation in a coupled model similar to ours, but in which atmospheric behavior is not bimodal. Their oscillatory mode seems to be driven by intrinsic oceanic variability, whose spatial patterns resemble the gyre mode. In the work of Hogg et al. (2005, 2006), like in that of Feliks et al. (2004; see also Y. Feliks et al. 2005, personal communication), the intrinsic oceanic variability modulates the intrinsic modes of atmospheric variability on interdecadal or interannual time scales, respectively. Simonnet (2005) has shown that the gyre mode, in the presence of bottom friction, can be “quantized,” according to basin size, that is it can exhibit harmonics depending on the number of eastward jet meanders accommodated by the basin. It is possible, therefore, to have gyre modes with both 7–8- and 15-yr periods.

We are thus faced with an embarrassment of riches: two or three different sources of midlatitude climate variability, either ocean driven or truly coupled. To distinguish between these types of midlatitude climate variability in observations and general circulation model simulations is not that easy, since the spatial patterns, dynamical mechanisms, and time scales of the associated modes bear certain similarities. A possible direction to follow in this regard is to look for the statistical signatures of ocean–atmosphere covariability.
that will differ from one mode to another. Such statisti-
cal studies will have to be complemented by a better un-
derstanding of the way the modes differ dynamically
from each other. Provided statistical and dynamical in-
sights that uniquely identify each of the modes are
available, it will be possible to make inferences about
which of the modes, or combinations thereof, contrib-
ute (if at all) to which frequency band of climate vari-
ability.
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