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Abstract—In this paper, we investigate various channel estimators that exploit channel sparsity in the time and/or Doppler domain for a multicarrier underwater acoustic system. We use a path-based channel model, where the channel is described by a limited number of paths, each characterized by a delay, Doppler scale, and attenuation factor, and derive the exact inter-carrier-interference (ICI) pattern. For channels that have limited Doppler spread we show that subspace algorithms from the array processing literature, namely Root-MUSIC and ESPRIT, can be applied for channel estimation. For channels with Doppler spread, we adopt a compressed sensing approach, in form of Orthogonal Matching Pursuit (OMP) and Basis Pursuit (BP) algorithms, and utilize overcomplete dictionaries with an increased path delay resolution. Numerical simulation and experimental data of an OFDM block-by-block receiver are used to evaluate the proposed algorithms in comparison to the conventional least-squares (LS) channel estimator. We observe that subspace methods can tolerate small to moderate Doppler effects, and outperform the LS approach when the channel is indeed sparse. On the other hand, compressed sensing algorithms uniformly outperform the LS and subspace methods. Coupled with a channel equalizer mitigating ICI, the compressed sensing algorithms can effectively handle channels with significant Doppler spread.

Index Terms—Basis Pursuit, Doppler spread, ESPRIT, ICI, MUSIC, OFDM, Orthogonal Matching Pursuit.

I. INTRODUCTION

UNDERWATER acoustic (UWA) communication and networking has been under extensive investigation in recent years [1]–[4]. At the physical layer, UWA channels pose grand challenges for effective communications, featuring long delay spreads and significant Doppler effects due to internal waves, platform and sea-surface motion [5]. The long channel delay spread leads to significant inter-symbol-interference (ISI) in single-carrier transmissions [6]. The receiver complexity for channel equalization becomes a major burden when the symbol rate increases. Multicarrier approaches like orthogonal frequency division multiplexing (OFDM) can equalize the channel at low complexity, but the aforementioned Doppler effects destroy the orthogonality of the sub-carriers and lead to inter-carrier-interference (ICI).

The combination of large delay spread and significant Doppler effects qualify UWA channels as doubly (time- and frequency-) spread channels. One known approach to this class of channels is the use of a basis expansion model (BEM) to reflect the time-varying nature of the UWA channel, see e.g., [7]–[9]. Even though the time-varying nature of channels can be modeled arbitrarily well this way, it also tremendously increases demands on channel estimation, as the number of unknowns that need to be estimated increases correspondingly. The only remedy to this challenge, is to exploit the fact that UWA channels are naturally sparse, meaning that most channel energy is concentrated in a few delay and/or Doppler values [10], [11].

Sparse channel estimation for linear time-invariant (LTI) channels has been extensively studied for frequency selective radio channels based on, e.g., subspace fitting [12], model order fitting using a generalized Akaike information criterion [13], zero-tap detection [14], or Monte Carlo Markov Chain methods [15]. More recently, advances in the new field of compressive sensing [16]–[19] have led to numerous applications on sparse channel estimation, e.g., sparseness in delay only [20]–[27] and very recently for sparseness in delay and Doppler [28]–[31]. Specifically on UWA channels, the matching pursuit (MP) algorithm and its variants have been used both in [10], [32] for a single carrier system and in [33] for a multicarrier system.

We in this paper deal with sparse channel estimation for multicarrier systems. We focus on our previously used OFDM design [34]–[36] using a block-by-block receiver, where each OFDM symbol is separately, coherently demodulated based on pilot subcarriers inserted among the data subcarriers. The contributions of this paper are the following:

• We suggest the use of a path-based channel model, amenable to sparse estimation, where the UWA channel is parameterized by a number of distinct paths, each.
characterized by a triplet of delay, Doppler rate, and path attenuation. We derive the exact ICI formulation at the output of the block-by-block OFDM receiver after proper time-domain Doppler compensation.

- We link well known algorithms from the array processing literature to the sparse channel estimation problem, namely Root-MUSIC and ESPRIT [37]. These algorithms can be applied when the channel has limited Doppler spread, where the residual ICI is treated as additional noise after proper Doppler compensation.

- We use compressed sensing techniques, specifically Orthogonal Matching Pursuit (OMP) and Basis Pursuit (BP)\(^1\) algorithms, to deal with channels with larger Doppler spread. Relative to existing work based on baseband channel models, we utilize dictionaries with finer delay and Doppler resolutions.

- We use extensive numerical simulation and experimental data to investigate the performance of the proposed sparse channel estimators.

The experimental data was recorded as part of the GLINT’08 experiment in the Mediterranean, south of the island Elba, Italy, in July 2008, and as part of the SPACE’08 experiment off the coast of Martha’s Vineyard, MA, from Oct. 14 to Nov. 1, 2008. We have the following observations.

- Root-MUSIC and ESPRIT channel estimators outperform the conventional least-squares (LS) scheme on sparse channels, but perform worse when most energy arrives as “diffuse” multipath.

- Both OMP and BP can well handle sparse and diffuse multipath, performing uniformly the best, with BP having a slight edge over OMP.

- On channels with mild Doppler spread, receivers that operate in an ICI-\textit{ignorant} manner, can achieve sufficient performance and still take advantage of the sparsity in the delay profile.

- Using compressive sensing algorithms, in particular BP, in conjunction with an ICI-\textit{aware} receiver leads to drastic performance improvement in channels with severe Doppler spread.

The rest of this paper is as follows. In Section II we introduce the signal model. In Sections III and IV we present the subspace and compressed sensing algorithms, respectively. In Sections V and VI we use numerical simulation to investigate effects of time resolution and Doppler spread on channel estimation performance. Section VII contains experimental results, and we conclude in Section VIII.

Notation: We will use the following notations throughout the paper: Column vectors and matrices will be denoted by lower case, \(x\), and upper case, \(A\), bold face symbols respectively. \(A^T\), \(A^H\) denote the transpose and the Hermitian, the complex conjugate transpose. The Moore-Penrose pseudo inverse is denoted as \(A^\dagger\).

\(^1\)When referring to BP, we always consider the solution to the following convex optimization problem \(\min_{x} \frac{1}{2} \|Ax - s\|^2 + \tau \|x\|_1\), that takes explicitly into account the noisy nature of the observations. This formulation is sometimes referred to as \(l_2 - l_1\) or Basis Pursuit Denoising (BPDN), and the solution will be equivalent to that of the Least Absolute Shrinkage and Selection Operator (LASSO) under appropriate parameterization, see e.g. [38].

### II. System Model

We consider zero-padded (ZP) orthogonal frequency division multiplexing (OFDM) as in [34], [39]. Let \(T\) denote the OFDM symbol duration and \(T_g\) the guard interval for the ZP. The total OFDM block duration is \(T' = T + T_g\) and the subcarrier spacing is \(1/T\). The \(k\)th subcarrier is at frequency
\[
f_k = f_c + k/T, \quad k = -K/2, \ldots, K/2 - 1,
\]
where \(f_c\) is the carrier frequency and \(K\) subcarriers are used so that the bandwidth is \(B = K/T\). Let \(s[k]\) denote the information symbol to be transmitted on the \(k\)th subcarrier. The non-overlapping sets of data subcarriers \(S_\text{D}\), pilot subcarriers \(S_\text{P}\), and null subcarriers \(S_\text{N}\) satisfy \(S_\text{D} \cup S_\text{P} \cup S_\text{N} = \{-K/2, \ldots, K/2-1\}\); the null subcarriers are used to facilitate Doppler compensation at the receiver (see [34]).

The transmitted signal is given by
\[
\tilde{x}(t) = \Re \left\{ \sum_{k \in S_\text{D} \cup S_\text{P}} s[k] e^{j2\pi \frac{k}{K} t} q(t) \right\} e^{j2\pi f_c t},
\]
where \(q(t)\) describes the zero-padding operation, i.e.,
\[
q(t) = \begin{cases} 1 & t \in [0, T], \\ 0 & \text{otherwise}. \end{cases}
\]

#### A. Channel Model

The underwater acoustic (UWA) time-varying channel impulse response is often defined as
\[
c(\tau, t) = \sum_p A_p(t) \delta(\tau - \tau_p(t)).
\]

The continuously time varying delays are caused by motion of the transmitter/receiver as well as scattering off of the moving sea surface or refraction due to sound speed variations. The real path amplitudes change with the delays as the attenuation is related to the distance traveled as well as the physics of the scattering and propagation processes.

For the duration of an OFDM symbol, the time variation of the path delays can be reasonably approximated by a Doppler rate as
\[
\tau_p(t) = \tau_p - a_p t,
\]
and the path amplitudes are assumed constant \(A_p(t) \approx A_p\). Furthermore we assume that the UWA channel can be well approximated by \(N_p\) dominant discrete paths, what we denote in the following as a “path-based” channel model. With this, the channel model can be simplified to
\[
c(\tau, t) = \sum_{p=1}^{N_p} A_p \delta(\tau - [\tau_p - a_p t]),
\]
where we specifically keep the path dependent Doppler rates \(a_p\). The received passband signal is then
\[
\tilde{y}(t) = \sum_{p=1}^{N_p} A_p \tilde{x}(1 + a_p t - \tau_p) + \tilde{w}(t),
\]
where \(\tilde{w}(t)\) is additive noise.
B. Receiver Processing

A two-step approach to mitigating the channel Doppler effect was proposed in [34].

1) The first step is to resample $\tilde{y}(t)$ in passband with a resampling factor $\hat{a}$ that corresponds to a rough Doppler estimate, leading to $\tilde{z}(t)$, c.f. (9).

2) The second step is to perform fine Doppler shift compensation on $z(t)$, the baseband version of $\tilde{z}(t)$, to obtain $z(t)e^{-j2\pi\epsilon t}$, where $\epsilon$ is the estimated residual mean Doppler shift.

The resampling can be written as the following:

$$\tilde{z}(t) = \sum_{p=1}^{N_p} A_p \tilde{x} \left( \frac{1 + a_p}{1 + \hat{a}} t - \tau_p \right) + \tilde{w} (t/(1 + \hat{a})), \quad (8)$$

$$= \sum_{p=1}^{N_p} A_p \tilde{x} \left( (1 + b_p) (t - \tau'_p) \right) + \tilde{w} (t/(1 + \hat{a})) . \quad (9)$$

To simplify notation, we have defined the new residual Doppler rates and scaled delays

$$1 + b_p = 1 + \left( \frac{a_p - \hat{a}}{1 + \hat{a}} \right) \frac{1 + a_p}{1 + \hat{a}} , \quad (10)$$

$$\tau'_p = \frac{\tau_p}{1 + b_p} . \quad (11)$$

Comparing (7) with (9), we see that the received waveform after resampling is equivalent to one that passed through a channel with Doppler rates $b_p$. In channels with a single dominant Doppler, e.g. from platform motion, this can reduce the channel to an ICI free system. In practice this operation will let us assume that the Doppler spread is centered around zero, as a non-zero mean of the $a_p$ is removed by the resampling. The use of scaled delays only exchange the order of scaling and delaying in the definition of the channel impulse-response in (6).

Performing ZP-OFDM demodulation, the output $z_m$ on the $m$th subcarrier is

$$z_m = \frac{1}{T} \int_{0}^{T+T_\nu} z(t)e^{-j2\pi\epsilon t}e^{-j2\pi\frac{\nu}{T}t} dt . \quad (12)$$

Plugging in $z(t)$ and carrying out the integration, we simplify $z_m$ to

$$z_m = \sum_{p=1}^{N_p} A_p \frac{e^{-j2\pi(f_m + \epsilon)\nu'_p}}{1 + b_p} \sum_{k \in S_{\nu_r} \cup S_{\nu_p}} \mathcal{G}^{(p)}_{m,k} s[k] + v_m , \quad (13)$$

where $v_m$ is the additive noise and

$$\mathcal{G}^{(p)}_{m,k} = \frac{\sin \left( \frac{\pi \beta_{m,k}}{T} \right)}{\pi \beta_{m,k}} e^{j\pi \beta_{m,k} T} , \quad (14)$$

$$\beta_{m,k} = (k - m) \frac{1}{T} + b_p f_m - \epsilon \frac{1 + b_p}{1 + \hat{a}} . \quad (15)$$

Defining a stacked received vector $z$, data vector $s$, and noise vector $v$ across all subcarriers, we can write the following input-output relationship:

$$z = \mathbf{H} s + v . \quad (16)$$

where the channel mixing-matrix $\mathbf{H}$ has entries

$$[\mathbf{H}]_{m,k} = \sum_{p=1}^{N_p} A_p \frac{e^{-j2\pi(f_m + \epsilon)\nu'_p}}{1 + b_p} \mathcal{G}^{(p)}_{m,k} . \quad (17)$$

The channel estimation methods in this paper use a baseband formulation where each path has a complex path gain. Specifically, the mixing matrix $\mathbf{H}$ is now expressed as

$$\mathbf{H} = \sum_{p=1}^{N_p} \xi_p \mathbf{A}_p \Gamma_p , \quad (18)$$

where the complex path gain for the $p$th path is

$$\xi_p = \frac{A_p}{1 + b_p} e^{-j2\pi(f_c + \epsilon)\nu'_p} , \quad (19)$$

the matrix $\Gamma_p$ has an $(m,k)$th entry as $[\Gamma_p]_{m,k} = \mathcal{G}^{(p)}_{m,k}$, and the matrix $\mathbf{A}_p$ is a diagonal matrix with

$$[\mathbf{A}_p]_{m,m} = e^{-j2\pi\frac{\nu_r}{T} \nu'_p} . \quad (20)$$

The formulation in (18) clearly specifies the contribution from each discrete path with delay $\tau'_p$ and Doppler scale $b_p$ towards the channel mixing matrix that defines the ICI pattern.

III. Subspace Methods

When all the paths have similar Doppler scales, proper choices of $\hat{a}$ and $\epsilon$ can render $\mathbf{H}$ close to diagonal, which is the rationale for the receiver design in [34]. Specifically, the residual ICI is ignored, and $\Gamma_p$ in (18) is approximated by an identity matrix.

Let us now relate this simplified setup to the direction finding problem from the array processing literature. Dividing the measurements, $z_m$, by the transmitted symbol on each subcarrier, $s[m]$, (in practice, only pilot subcarriers are considered, as will be clear later on), the estimated frequency responses can be collected into a vector, where we ignore the noise at this moment. Collecting the diagonal entries of $\mathbf{H}$ into a vector $\mathbf{h}$, we obtain

$$\mathbf{h} = \sum_{p=1}^{N_p} \xi_p \mathbf{w} (\nu'_p) , \quad (21)$$

where $\mathbf{w}(\nu'_p)$ has the $m$th entry $e^{-j2\pi\frac{\nu_r}{T} \nu'_p}$. The formulation in (21) is thus equivalent to a direction finding problem in the array processing literature; each arrival from a certain direction has a steering vector in a similar form to $\mathbf{w}(\nu'_p)$. Hence, subspace methods from array processing can be applied to identify the distinct path arrivals. Specifically, from the collected measurements, one needs to estimate the covariance matrix

$$\mathbf{R}_h = E \left[ \mathbf{h} \mathbf{h}^H \right] = \sum_{p=1}^{N_p} E \left[ |\xi_p|^2 \right] \mathbf{w} (\nu'_p) \mathbf{w} (\nu'_p)^H . \quad (22)$$

The delays $\{\nu'_p\}$, in our channel estimation problem correspond to the directions of arrival in array processing, which can be identified based on eigenvalue-decomposition of the covariance matrix $\mathbf{R}_h$. 
Usually, a number of OFDM symbols (let us say \( I \)) need to be observed to approximate the covariance matrix,

\[
R_h \approx \frac{1}{I} \sum_{i=1}^{I} \tilde{h}_i \tilde{h}_i^H.
\]

(23)

In our work, we assume a block-by-block receiver as in [34]. Hence, we need to estimate the covariance matrix based on one OFDM symbol only. This is possible via spatial smoothing (see, e.g., [40] or [37]). In a nutshell, as long as the elements of the steering vectors \( w(\tau'_p) \) exhibit a shift invariance property, we can exchange the observation of a large array for multiple “independent” observations of a smaller array, but generated by the same \( \tau'_p \).

Specifically, let us assume that the pilots are spaced uniformly within each OFDM symbol, i.e., \( m = \Delta, 2\Delta, \ldots \) and introduce partial vectors \( \tilde{h}_b^b, w_b^b \), which includes pilots \( a \) through \( b \) of the original vector:

\[
w_b^b (\tau'_p) = [e^{-j2\pi \frac{a+1}{\Delta} \tau'_p} \ldots e^{-j2\pi \frac{b-1}{\Delta} \tau'_p}]^T
\]

Therefore, we have

\[
\tilde{h}_{a+b}^{b+\delta} = \sum_{p=1}^{N_p} \xi_p w_{a+b}^{b+\delta} (\tau'_p)
\]

(24)

\[
= \sum_{p=1}^{N_p} \left( \xi_p e^{-j2\pi \frac{\delta}{\Delta} \tau'_p} \right) w_{a}^{b} (\tau'_p)
\]

(25)

which can be interpreted as a second observation of \( \tilde{h}_a^b \) with new amplitudes \( \xi_p e^{-j2\pi \frac{\delta}{\Delta} \tau'_p} \). We can approximate the covariance matrix of size \( N_C = b - a \) as,

\[
R_{h}^{N_C} \approx \frac{1}{I} \sum_{i=1}^{I} \tilde{h}_i^{i+N_C} \left( \tilde{h}_i^{i+N_C} \right)^H
\]

(27)

where \( I = K/\Delta - N_C + 1 \) depends on the number of available observations (pilots). Clearly there is a trade off: a larger \( N_C \) leads to better resolution of the \( \tau'_p \), while a larger \( I \) approximates the covariance matrix better. In any case both dimensions have to be larger than the assumed maximum number of paths, as the rank of the covariance matrix limits the maximum number of identifiable components.

A. Root-MUSIC

We choose the unitary implementation of Root-MUSIC, to reduce computational complexity (for details see [37]). The order selection problem is solved in the following way: after matrix decomposition of the covariance matrix, we choose all eigenvectors corresponding to eigenvalues less than twice the noise variance to compose the noise space.

Once the model order \( N_p \) and the delays \( \{ \tau'_p \} \) are estimated, the complex path gains \( \xi_p \) are estimated as based on the pilot subcarriers,

\[
\{ \xi_p \}_L = \arg\min_{\{ \xi_p \}} \sum_{m \in S_p} \left| H_m - \sum_{p=1}^{N_p} \xi_p e^{-j2\pi \frac{m}{T} \tau'_p} \right|^2,
\]

where the \( H_m \) are the entries of the vector \( h \). Then the channel response on the data subcarriers is reconstructed in a similar way as

\[
H_m = \sum_{p=1}^{N_p} \xi_p e^{-j2\pi \frac{m}{T} \tau'_p} \quad m \in S_D.
\]

(29)

B. ESPRIT

As with Root-MUSIC, we choose the unitary implementation for ESPRIT, following the details in [41] or [37]. The signal space is determined complementary to the noise subspace in MUSIC; we choose all eigenvectors corresponding to eigenvalues larger or equal to twice the noise variance. To improve robustness against model mismatch (especially caused by Doppler), we solve for the unknown delay parameters \( \tau'_p \) using a total-least-squares (TLS) formulation. Then the channel response on the data subcarriers is determined as in Sec. III-A.

IV. COMPRESSED SENSING

Although \( H \) in (18) has \( K^2 \) entries, it is defined by \( N_p \) triplets of \( (\xi_p, b_p, \tau'_p) \). Since UWA channels are sparse, the value of \( N_p \) is small, hence, it is possible that those \( N_p \) paths can be identified by compressed sensing methods based on only a limited number of measurements.

To facilitate implementation, we rewrite \( z \) as

\[
z = \left[ A_1 \Gamma_1 s \cdots A_{N_p} \Gamma_{N_p} s \right] \begin{bmatrix} \xi_1 \\ \vdots \\ \xi_{N_p} \end{bmatrix} + v.
\]

(30)

If the parameters \( (b_p, \tau'_p) \) were available, we could construct the \((K \times N_p)\)-matrix in (30) and solve for the \( \xi_p \) using least squares.

A. Non-Linear Estimation via Compressed Sensing

A brute force approach to solve (30) would be to try all possible combinations of \( \{ (b_p, \tau'_p) \}_{p=1}^{N_p} \) and choose the solution with the best fit. Of course the fit always improves as a function of \( N_p \), which is also unknown. Similar estimation problems have been solved using compressed sensing (see [16]–[19]). An observed signal is defined as a linear combination of an unknown number of structured signals, each defined by an unknown parameter(s). This problem is solved by constructing a so-called dictionary, made of the signals parameterized by a representative selection of possible parameters (or parameter sets). In this model, parameter sets not part of the solution will be assigned a zero weight coefficient. Since a large number of such sets is necessary to construct an accurate dictionary, most weights will be zero and the problem is sparse.

We follow this approach and choose representative sets of \( (b, \tau') \) as,

\[
\tau' \in \left\{ \frac{T}{\lambda k}, \frac{2T}{\lambda k}, \ldots, T_g \right\},
\]

(31)

\[
b \in \{-b_{\text{max}}, -b_{\text{max}} + \Delta b, \ldots, b_{\text{max}}\}.
\]

(32)
The discretization in $\tau'$ is based on the assumption that after synchronization all arriving paths fall into the guard interval, where we choose the time resolution as a multiple, $\lambda$, of the baseband sampling time $T/K$, leading to $N_r = \lambda KT_g/T$ tentative delays. For the residual Doppler rates, we assume that they are spread around zero after compensation by $\hat{a}$, and $b_{\text{max}}$ can be chosen based on the assumed Doppler spread, with resolution $2b_{\text{max}}/(\Delta b) + 1 = N_b$. Hence, a total of $N_r N_b$ candidate paths will be searched, and we expect $N_p \ll N_r N_b$ significant paths due to the channel sparsity.

With this, we form vectors

$$x^{(i)}_A = [s^{(i)}_1, \ldots, s^{(i)}_{N_r}]^T,$$

corresponding to all delays associated with Doppler scale $b_i$, and form a stacked vector $x$. The linear formulation of the problem is

$$z = \left[ \Lambda_1 \Gamma_1 s \ldots \Lambda_{N_r} \Gamma_{N_r} N_b s \right] + v := Ax + v \quad (33)$$

where $A$ is a fat matrix with $N_r N_b$ columns, and most of the entries of $x$ are assumed to be zeros since the channel is sparse. Without the assumption that most entries are zero, the problem would be ill defined, i.e., estimation of the parameters would be impossible.

**B. BP and OMP Algorithms**

To solve the sparse estimation problem with the measurement model in (33), we focus on two popular algorithms:

1) **Basis Pursuit**: As BP we denote the solution to the following convex optimization problem,

$$\min_x \frac{1}{2} \|Ax - z\|^2 + \tau \|x\|_1. \quad (34)$$

This formulation explicitly takes into account the noisy nature of the observations. For an efficient solver for the complex-valued version of this formulation see, e.g., [38]. The parameter $\tau$ has to be tuned as no analytical parameterization is available. In our experience this parameter seems quite robust against the choice of values.

2) **Orthogonal Matching Pursuit**: This greedy algorithm iteratively identifies one $\tau_p$ at a time and solves a constrained LS problem at each iteration to measure the fitting error. Details for this algorithm can be found in, e.g., [10], [42]. Since the number of paths $N_p$ is unknown, a stopping criterion needs to be defined carefully. We compare the residual fitting error and decrease of fitting error at each iteration to thresholds based on the noise power to determine the termination of the algorithm.

For implementation of both algorithms, it is important to consider that multiplying by the matrix $A$ can be done efficiently using FFTs.

To reduce the complexity of computing the dictionary set with a large size, we choose to retain only $D$ off-diagonals on the templates $\Gamma_p$, (therefore also on $H$). This means that only ICI from $D$ directly neighboring subcarriers on each side are considered. The symbol vector $s$ contains known pilot symbols, and zeros, but also unknown data symbols. The unknown data symbols are set to zero to compute the matrix $A$.

Once the channel mixing matrix is constructed, a minimum mean square error (MMSE) receiver (see e.g. [43]) is applied for data demodulation

$$\hat{s} = (H^H H + N_0 I)^{-1} H^H z, \quad (35)$$

($N_0$ is the noise power and the symbols $s[k]$ are assumed of unit average power) followed by channel decoding for data recovery. Again, the banded matrix structure of $H$ leads to reduced complexity by allowing efficient matrix inversion. The special case of $D = 0$ corresponds to an ICI-ignorant receiver, where $b_{\text{max}}$ in (32) will be set to zero correspondingly.

**V. EFFECT OF TIME RESOLUTION ON SPARSE CHANNEL ESTIMATION**

To investigate channels that are sparse in the time domain, we will first focus on linear time invariant channels, and will consider channels with Doppler spread in Section VI. This is motivated by the fact that previous work on sparse channel estimation has focused only on channels that are sparse in the equivalent discrete baseband representation. Although this representation can capture the full channel effect, corresponding to a complete basis, considering an increased time resolution will render a more sparse channel representation, which in turn improves channel estimation accuracy.

**A. Simulation Setup**

For purpose of numerical simulation, we approximate the continuous time operations in (12) with a sampling rate being twice the bandwidth. We start with a sparse channel with $N_p = 15$ discrete paths, where the inter-arrival times are distributed exponentially with mean $E[\tau_{p+1} - \tau_p] = 1$ ms. Hence, the average channel delay spread is about 15 ms. The amplitudes are Rayleigh distributed with the average power decreasing exponentially with delay, where the difference between the beginning and the end of the guard time of 24.6 ms is 20 dB.

The ZP-OFDM specifications in the numerical simulation are deliberately chosen to match the settings used in the SPACE’08 experiment. The carrier frequency, bandwidth, number of subcarriers, inter carrier spacing, and symbol interval are summarized in Table I.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Carrier frequency</td>
<td>$f_c$</td>
</tr>
<tr>
<td>Bandwidth</td>
<td>$B$</td>
</tr>
<tr>
<td>No. subcarriers</td>
<td>$K$</td>
</tr>
<tr>
<td>Symbol duration</td>
<td>$T$</td>
</tr>
<tr>
<td>Subcarrier spacing</td>
<td>$\Delta f := 1/T$</td>
</tr>
<tr>
<td>Guard interval</td>
<td>$T_g$</td>
</tr>
</tbody>
</table>

The data rate, $R$, depends also on the modulation scheme and the number of subcarriers used for channel estimation. We adopt the subcarrier allocation from [36]. Out of the $K = 1024$ subcarriers, there are $|S_p| = 256$ subcarriers carrying pilot
Simulation results are plotted in Fig. 1. Clearly all sparse channel estimation schemes outperform the simple least-squares (LS) channel estimator (see [34] for details), gaining about 1.5 dB. We also include a plot based on full channel state information (CSI) as a lower bound. All sparse channel estimation methods perform similarly well, where ESPRIT is slightly preferable for low SNR, but lags behind as SNR increases.

C. High Time Resolution Dictionaries $\lambda > 1$

We next increase the dictionary size of the compressed sensing methods, to reflect the discrete nature of the channel in continuous time, corresponding to our path-based channel model. We find that a $\lambda > 1$ increases performance significantly, but the improvement saturates quickly. We plot the same simulation with $\lambda = 4$ for OMP and $\lambda = 2$ for BP (see Fig. 2). Although the delays at baseband sampling ($\lambda = 1$) form a complete basis to explain the channel effect, the use of over-complete dictionaries improves performance by almost 1 dB. As the path delays are generated from a continuous time distribution, the dictionaries with higher time resolution can explain the observations with fewer non-zero elements.

D. Time Resolution vs. Composite Effect

Based on our reasoning on time resolution, the subspace methods Root-MUSIC and ESPRIT should outperform the compressed sensing methods, as they inherently operate on a continuous estimation space, while the compressed sensing methods can only approximate the continuous time operation. We speculate that the super-resolution properties of subspace methods do not work well when several paths fall too close to be resolved, leading to a known bias in subspace estimators [37]. In these cases the compressed sensing methods model the composite effect, which is ultimately the rationale behind
the equivalent baseband model. In UWA, this is often termed “diffuse” multipath.

To verify this hypothesis, we run the same simulation with a denser channel model. We increase the number of paths to \( N_p = 45 \), while keeping the total delay spread constant, leading to closer spaced arrivals. The simulation results in Fig. 3 support our hypothesis, as while all sparse estimators gain less over the LS approach, the subspace methods suffer considerably more.

VI. ICI EFFECTS IN DOPPLER SPREAD CHANNELS

We now consider the effect of Doppler spread on the system performance. First, we will generate data corresponding to a low degree of Doppler spread and continue using the receiver previously used on the linear time invariant channels, see Section V (also used in [34]–[36]). This reflects well the conditions in UWA communication on days of calm sea, as there will always be a certain degree of Doppler spreading present, even when assumed negligible. As Doppler effects are not addressed, any ICI is treated as additional additive noise, therefore the receiver operates in an ICI-ignorant fashion. We will afterwards proceed to more severe Doppler spread channels, which can only be handled by directly addressing the ICI.

A. ICI-Ignorant Receiver

To simulate Doppler spread using the path-based channel model, each path is assigned a Doppler rate drawn from a zero mean uniform distribution (we use again \( N_p = 15 \)). With the velocity standard deviation \( \sigma_v \), the maximum possible Doppler is \( \sqrt{3\sigma_v f_c}/c \) (the sound speed is set to \( c = 1500 \) ms). We choose a zero-mean Doppler distribution, because a non-zero mean could be removed through the resampling operation.

1) Equalizer Trade-Off for Mild Doppler Spread: To assess the need for equalization to suppress ICI, we first assume that the receiver has perfect knowledge of all path amplitudes, delays, and Doppler rates. However, the channel mixing matrix \( \mathbf{H} \) in (16) will be approximated with a banded structure keeping \( D \) off-diagonals to each side (i.e., a total of \( 2D + 1 \) diagonals are retained). We then suppress ICI by using an MMSE equalizer, see (35). This is a trade-off in the sense that by choosing a larger \( D \) we can remove more ICI, but will have to accept higher computational complexity in the associated matrix inversion.

Fig. 4 shows the performance for different \( D \), where the channel has mild Doppler spread with \( \sigma_v = 0.1 \) m/s. We observe that what corresponds to the ICI-ignorant receiver \((D = 0)\) works well, being about 1.5 dB away from the full matrix case. Most of the ICI can be captured by a banded matrix approximation with \( D = 3 \); for \( D = 10 \) the ICI is practically removed and the performance matches closely the full CSI curve for Doppler free channels, see e.g. Fig. 3.

2) Effect of Mild Doppler Spread on Channel Estimation: In Fig. 5, we compare the ICI-ignorant receivers \((D = 0)\). That means the channels are estimated the same as on the Doppler free channels in the previous sections, and no ICI is equalized. We find that all receivers can still achieve a low BLER, but at different levels of SNR. This implies that the level of ICI is below the necessary SNR for the LDPC code to decode successfully. The loss in performance is about 1.5 dB compared to the ICI-free case in Fig. 2. We posit that the performance loss is due to the unaddressed ICI, but that channel estimation is not significantly affected by the model mismatch of the linear time invariant channel assumption. Between the sparse channel estimators, the compressed sensing based algorithms still outperform the subspace algorithms, but less so than on the Doppler free channel.
B. ICI-Aware Receiver

We now consider channels with more severe Doppler spreads. To improve the channel estimation performance in the presence of severe ICI, we convert 96 data subcarriers into additional pilots by assuming that 96 data symbols are known a priori. The additional pilots are grouped in clusters between zero subcarriers and existing pilots, creating groups of five consecutive known subcarriers. Adjacent observations are needed to effectively estimate the Doppler rate $b_p$ of each path by observing the ICI. Since 96 coded symbols are assumed known while the same LDPC code structure is used (code truncation), this leads to an equivalent coding rate of $(336 - 96)/(672 - 96) \approx 0.4$. With 16-QAM constellation, the spectral efficiency and the data rate are

$$\alpha = \frac{T}{T + T_g} \cdot \frac{336 - 96}{1024} \cdot \log_2 16 = 0.76 \text{ bits/s/Hz}, \quad (38)$$

$$R = \alpha B = 7.4 \text{ kb/s}. \quad (39)$$

1) Equalizer Trade-Off for Severe Doppler Spread: We first assume that the channel is known to assess the need for equalization. The numerical simulation results are depicted in Fig. 6, where $\sigma_v = 0.25$ m/s. Clearly, ICI-ignorant receivers ($D = 0$) will have very poor performance, which indicates the need for ICI-aware receivers. This means in turn that the ICI needs to be estimated as part of channel estimation, so that equalization can be performed. We also notice that in the full CSI case, once we remove sufficient levels of ICI the performance is about 1 dB better than in Fig. 4, due to the change in coding rate.

2) Channel Estimation for Severe Doppler Spread Channels: The channels with significant Doppler spread can only be handled by the compressed sensing based estimators. In addition to delay, we introduce dictionaries that also consider fifteen different Doppler rates uniformly distributed within $[-b_{\text{max}}, b_{\text{max}}]$, where $b_{\text{max}} = v_{\text{max}}/c = 5 \cdot 10^{-4}$. Although both BP and OMP can handle ICI-aware channel estimation, we here focus only on BP. As comparison we include the LS and the BP algorithms that assume no Doppler as previously ($D = 0$), but benefit from the increased number of pilots. Simulation results are in Fig. 7. We observe that performance significantly improves by considering ICI explicitly through the increase of $D$. The trend with increasing $D$ is similar as in Fig. 6, but generally the performance is about 3 dB worse.

Although both BP and OMP can handle ICI-aware channel estimation, we here focus only on BP. As comparison we include the LS and the BP algorithms that assume no Doppler as previously ($D = 0$), but benefit from the increased number of pilots. Simulation results are in Fig. 7. We observe that performance significantly improves by considering ICI explicitly through the increase of $D$. The trend with increasing $D$ is similar as in Fig. 6, but generally the performance is about 3 dB worse.

In previous work we found that BP always outperforms OMP, especially in the ICI-aware setting [45].

The same is not possible for the subspace algorithms, as the pilot pattern no longer has the shift invariance property.

---

**Fig. 5.** Performance comparisons for ICI-ignorant receivers with different channel estimation methods; channel has mild Doppler spread ($\sigma_v = 0.1$ m/s).

**Fig. 6.** Perfect channel knowledge, but only $D$ off-diagonals from each side are kept in the channel matrix for data demodulation. The simulated channel has a severe Doppler spread with $\sigma_v = 0.25$ m/s.

**Fig. 7.** Performance of ICI-aware BP receiver, where the channel mixing matrix is assumed to have $D$ off diagonals from each side; compared to full CSI the performance degrades by about 3 dB.
due to imperfect channel estimation.

VII. EXPERIMENTAL RESULTS

As numerical simulation can only capture some of the effects of real UWA communication, we next use data experimentally recorded in two different environments: i) during the GLINT’08 experiment; and ii) during the SPACE’08 experiment. We will start with the GLINT’08 experiment as it corresponds more so to the mild Doppler spread scenario, then proceed to the SPACE’08 experiment, as it included stormy days with strong wind and wave activity leading to what we call severe Doppler spread.

A. ICI-Ignorant Receivers for GLINT’08 Experiment

The first data we consider was recorded during the GLINT’08 experiment, in the area around Pianosa, just south of Elba, off the coast of Italy, in July 2008. At this point of the Mediterranean, the water depth is about 90 m, and the data was recorded by a hydrophone array with four elements. We will focus on data recorded on three days of the experiment, July 25 to July 27 of 2008.

Although the general OFDM structure is the same as in Section V, i.e., total number of subcarriers, split into data, pilots, and zeros, the carrier frequency, bandwidth, and symbol duration are different, as specified in Table II. With this the spectral efficiency for 16-QAM is the same, but the data rate is slightly less, due to the smaller bandwidth:

\[
\alpha = \frac{T}{T + T_g} \cdot \frac{672}{1024} \cdot \frac{1}{2} \cdot \log_2 16 = 1.1 \text{ bits/s/Hz}, \quad (40)
\]

\[
R = \alpha B = 8.6 \text{ kb/s}. \quad (41)
\]

We will additionally consider 64-QAM for increased data rate:

\[
\alpha = \frac{T}{T + T_g} \cdot \frac{672}{1024} \cdot \frac{1}{2} \cdot \log_2 64 = 1.65 \text{ bits/s/Hz}, \quad (42)
\]

\[
R = \alpha B = 12.96 \text{ kb/s}. \quad (43)
\]

Two recorded channel impulse responses are plotted in Fig. 8; we notice that the channels are extremely sparse, with about four noticeable clusters, and feature a total delay spread of about 20 ms. The data from the three days was recorded under the following conditions,

- July 25: Recorded at a distance of 905 m, drift negligible.
- July 26: Recorded at a distance of 1,720 m, drifting at 0.7 knots (0.36 m/s).
- July 27: Recorded at a distance of 1,500 m, drifting at 0.6 knots (0.31 m/s).

For each day, we use five recorded files, for each file 15 OFDM blocks are transmitted, leading to a total of 75 transmitted blocks to assess the BLER.

Inspecting the performance results in Fig. 9, we notice that almost all blocks can be decoded correctly, for both 16-QAM and 64-QAM. Generally BP is the best, followed by OMP; the subspace methods can be better or worse than the LS estimator at times. The overall good performance makes differentiation difficult. The transmitter motion seems to be well compensated by the resampling and fine Doppler shift compensation, as it does not degrade the performance. We conclude that the calm water surface during the experiment does not lead to noticeably Doppler spread channels.

B. ICI-Ignorant Receivers for SPACE’08 Experiment

The SPACE’08 experiment was held off the coast of Martha’s Vineyard, MA, from Oct. 14 to Nov. 1, 2008. The water depth was about 15 meters. We consider three receivers, labeled as S1, S3, and S5, which were 60 m, 200 m, and 1,000 m from the transmitter, respectively. Each receiver array has at least twelve hydrophones. We plot the performance combining an increasing number of phones to increase the effective SNR and show performance differences. We consider recorded data from two different days, Julian Dates 297 and 300, where one day has rather calm sea and one day has severe wind activity, respectively. For each day, there are twelve recorded files consisting of twenty OFDM symbols each. On the second day, the five files recorded during the afternoon were severely distorted and therefore unusable; we focus on the remaining seven files recorded during the morning and evening.

The OFDM parameters are identical to those in Sec. VI-A, given in Table I; hence, the achieved spectral efficiency and the data rate are in (36) and (37), respectively.
Fig. 9. Performance results from the GLINT experiment using ICI-ignorant receivers for two data rates, recorded over three days.

Fig. 10. Examples of channel responses from the SPACE’08 experiment, taken from the LS estimate.
In this subsection, we test ICI-ignorant receivers. The sample channel responses based on the LS estimators at different receiver locations are shown in Fig. 10.

1) **S1 Data (60 m):** At a short distance of only 60 m and considering the shallow water depth, we expect rich multipath and significant Doppler variation due to the geometry. This makes this receiver the most challenging in terms of its channel response, but the easiest in terms of received signal strength or SNR. From Fig. 10, we notice that there are three to four significant clusters of similar strength. The total delay spread is around 10 ms.

In Fig. 11 we see the BLER performance for Julian Dates 297 and 300. As in the numerical simulation the order of compressed sensing, subspace, LS stays the same.

2) **S3 Data (200 m):** The middle distance might be the best tradeoff between channel difficulty and received SNR. The example channel responses in Fig. 10 seem to be more contained, with a more dominating first cluster. The BLER performance in Fig. 11 is generally better compared to the S1 receiver, where the LS performance gains relative to the sparse estimators, outperforming the subspace methods on Julian date 297 and coming quite close on Julian date 300.

3) **S5 Data (1000 m):** At the 1 km distance only one significant cluster can be spotted in the channel estimates, and at the stormy day (Julian Date 300) the received energy seems to be vanishingly small, c.f. Fig. 10. Accordingly the trend of the LS channel estimator closing in on the compressed sensing algorithms continues, with the subspace methods not able to handle this diffuse multipath. On the stormy day the performance is generally not as good, with even the CS algorithms successfully recovering only about 80% of the OFDM blocks.

C. ICI-Aware Receivers for SPACE’08 Experiment

We saw that on the stormy day (Julian Date 300), the performance was limited, most likely due to ICI caused by significant Doppler spread that degrades the effective SNR of the ICI-ignorant receivers. We now focus on Julian Date 300 to test the effectiveness of ICI-aware receivers based on BP.

The OFDM parameters are identical to those in Section VI-B, given in Table I, but we will also consider 64-QAM; hence, the achieved spectral efficiency and the data rate for 16-QAM are in (38) and (39), respectively, while for 64-QAM
we have:
\[
\alpha = \frac{T}{T + T_g} \cdot \frac{336 - 96}{1024} \cdot \log_2 64 = 1.14 \text{ bits/s/Hz,} \quad (44)
\]
\[
R = \alpha B = 11.1 \text{ kb/s.} \quad (45)
\]

The performance improvement for ICI-aware receivers can be seen in Fig. 12. As a comparison we also include LS and BP channel estimators operating ICI-ignorant \((D = 0)\), as they also benefit from the additional pilots and reduced coding rate.

These plots clearly highlight again that using sparse channel estimation a significant performance gain can be realized compared to a conventional LS channel estimator (difference between LS and BP for \(D = 0\)). Furthermore, on channels with severe Doppler spread adopting ICI-aware channel estimation and equalization another significant gain in performance can be achieved.

**VIII. Conclusion**

We considered sparse channel estimation for multicarrier underwater acoustic communication. Based on the path-based channel model, we linked well-known subspace methods from the array-processing literature to the channel estimation problem. Also we employed recent compressed sensing methods, namely Orthogonal Matching Pursuit (OMP) and Basis Pursuit (BP). Based on the continuous time characterization of the path delays, we suggested the use of finer delay resolution overcomplete dictionaries. We also extended the compressed sensing receivers to handle channels with different Doppler scales on different paths, supplying intercarrier interference (ICI) pattern estimates that can be used to equalize the ICI. Using extensive numerical simulation and experimental results, we find that in comparison to the LS receiver the subspace methods show significant performance increase on channels that are sparse, but perform worse if most received energy comes from diffuse multipath. The compressed sensing algorithms do not suffer this drawback, and benefit significantly from the increased time resolution using overcomplete dictionaries. When accounting for different Doppler scales on different paths, BP can effectively handle channels with very large Doppler spread.
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