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Abstract

The interaction between the eddy field and the mean flow near the Gulf Stream is studied here using satellite altimeter measurements and an eddy resolving numerical model. The eddy vorticity flux in the quasigeostrophic framework is obtained from the stream function standard deviation and spatial correlation function assuming the correlation function is homogeneous. An analytical expression is found for the stream function correlation using the altimetric and numerical data. Cases when the correlation function is anisotropic are compared to the isotropic case previously studied by Hogg (1993), who found that the eddy vorticity flux drives two counter rotating gyres on either side of the stream. The anisotropy can be important in the eddy vorticity flux, even when its departure from the isotropic case is small. Meridional or zonal anisotropies can drive recirculation gyres similar in strength and position to the ones driven by the isotropic case. The results when including anisotropy in the diagonal direction suggest that the homogeneous assumption may not be valid.
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Chapter 1

Introduction

1.1 Eddy Field- Mean Flow Interaction

The large scale ocean circulation has, almost everywhere, a broad spectrum of intense low-frequency fluctuations generally exceeding, in strength, the mean flow. The mesoscale range, comprising time scales between 20 and 150 days, and spatial scales between 50 and 500 km, is the dominant part of the spectrum for some regions (Stammer and Böning, 1996). The mesoscale variability, referred as eddy field in this work, is important as it interacts with the mean flow, and it contributes in the transport of heat, momentum and tracers in the ocean. It is important to understand how the eddy field interacts with the mean flow in order to comprehend the properties of the ocean transport and its impact on climate.

One of the first features of the variability to be known was the inhomogeneity of the eddy energy spatial distribution in the oceans. High values are present in the vicinity of strong flows, such as western boundary currents and the Antarctic Circumpolar Current, and low values in the subtropical gyres and in the eastern side of the basins (Stammer and Böning, 1996). Bottom topography, where it interacts with strong currents, also influences the spatial distribution of the variability (e.g. Morrow et al. 1994).
Eddies and their associated fluxes can be essential in determining the character of the mean flow, not only as a dissipative mechanism, but also as a driving force through nonlinear interactions between eddies, and between eddies and the mean flow (Webster, 1961). We would expect these eddy driven flows to be important near the western boundary currents.

Many efforts have been devoted to the study of the eddy variability in the oceans for the last 30 years or so (see Wunsch, 1981 for a good historical review of the first works). Some studies have been conducted with observations obtained from current meter arrays (e.g. Hogg, 1988; Bower and Hogg, 1992), XBT data (e.g. Nishida and White, 1982), satellite tracked drifting buoys (Richardson, 1983) and satellite altimetry using different satellites: SeaSat (e.g. Fu and Chelton, 1985), Geosat (e.g. Tai and White, 1990; Stammer and Böning, 1992; Morrow et al., 1994) and TOPEX/Posidon (Wunsch and Stammer, 1995; Stammer, 1997) among others.

The altimetric measurements have the advantage over local in-situ observations in that they can cover whole ocean basins with nearly synoptic resolution in time and space, while the local observations provide measurements from a few points. The sparse coverage of the in-situ observations, combined with the inhomogeneous spatial distribution of the variability, can lead to erroneous generalization which can be avoided with satellite studies. The advantage of the satellite use for variability studies was pointed out 20 years ago (Wunsch, 1981), and we now have better satellites for studying oceanic variability. TOPEX/Poseidon, the first space mission specifically designed for studying ocean circulation through sea surface topography measurements, was launched on August 10, 1992. It still provides good quality data after nine years of being launched.

The ocean eddy field can be studied from the sea surface topography assuming geostrophic balance (see section 5.1). The inferred variability from TOPEX/Poseidon corresponds mainly to the barotropic and first baroclinic modes (Wunsch, 1997). It then seems plausible to use TOPEX/Poseidon data and get a good sense of the
ocean circulation for regions where the barotropic mode is dominant. Rhines (1977) suggested the barotropic mode is dominant in the high energetic regions of the oceans such as the western boundary currents. Observational studies seem to corroborate this: the region near the Gulf Stream has been observed to be mainly barotropic (Schmitz, 1980; Wunsch, 1997) as well as the Aghulas Current (Wunsch, 1997) and the Brazil and Malvinas Currents at the Confluence Zone (Peterson, 1992; Saunders and King, 1995).

Western boundary currents are easily identified by their high values on a map of sea surface height root mean square as constructed from satellite observations (figure 1-1).

The off diagonal component of the velocity covariance, the Reynolds stress per unit mass (from now Reynolds stress) have been observed to be generally positive to the south of the current and negative to the north for both, the Gulf Stream and the Kuroshio Current (Webster, 1961; Schmitz, 1982; Hogg, 1988; Tai and White, 1990), which means that the mean current is being strengthened by the convergence of the Reynolds Stress. Most of the explanations given for this distribution implicate
Rossby waves excited by the meandering of the current which polarize the eddy field (Tai and White, 1990). Jayne et al. (1996) observed a region with the same Reynolds stress distribution when studying a zonal jet with a barotropic and quasigeostrophic model, but they also observed, upstream from this region, a zone where the pattern is reversed; positive Reynolds stress to the north of the current and negative to the south (figure 1-2). This distribution seems to be produced by barotropic instability according to Jayne et al. (1993).

Features on the mean circulation near the western boundary currents have also been observed, such as recirculation gyres of opposite sign to the north and south of the Gulf Stream (e.g. Hogg, 1983) and an anticyclonic cell in the Argentine Basin above a topographic feature known as the Zapiola Drift (Saunders and King, 1995). One explanation for the recirculation cells, (e.g. Hogg, 1988; Malanotte-Rizzoli et al. 1995 ), depends on the flux of potential vorticity by the eddy field through a mean potential vorticity balance of the form,

\[ \mathbf{u} \cdot \nabla q = - \nabla \cdot (\mathbf{u}' q'), \]

where \( \mathbf{u} = (u, v) \) is the horizontal velocity vector and \( q \) the potential vorticity.
The overbar indicates time average and the prime eddy quantities, \( u = \bar{u} + u' \).

Hogg (1993) proposed a statistical method which allows one, under certain assumptions, to infer the various moments of the eddy field from the stream function covariance. He found, using measurements from two long-term moored arrays in and near the Gulf Stream, that the divergence of the relative vorticity flux is capable of driving two counter-rotating gyres of \( 30 - 40 Sv \) on either side of the current.

Jayne et al. (1996) compared eddy moments computed from their quasigeostrophic model with those inferred by using Hogg’s statistical method and found a good qualitative agreement, although the statistical method gives smaller amplitudes of \( u'v' \).

The use of the stream function covariance and correlations in the study of the interaction between the eddy field and the mean flow is extended in this study to include anisotropic correlations. It will be shown that small departures from the isotropy have a large impact on the eddy vorticity flux. The stream function correlation is obtained from the altimetric data and compared with the one obtained from an eddy resolving numerical model.

A description of satellite altimetry and the numerical model are provided in the second chapter. The third chapter describes the statistical methods used with the TOPEX/Poseidon data. Chapter four describes the data processing and results of the numerical simulation. In Chapter five, the method for computing the eddy fluxes in terms of the stream function statistics, obtained in chapters 3 and 4, is described. Discussion and conclusions are presented in chapter six.
Chapter 2

Satellite Altimetry and Numerical Model

The principle of satellite altimetry and the corrections needed to make it useful in oceanography are reviewed in this chapter with the intention of providing a general background on the subject. A description of the numerical model output used in this work is also given.

2.1 Satellite Altimetry.

In the absence of all forces other than gravity and the centrifugal force due to the earth’s rotation, the surface of the oceans would conform to an equipotential surface, called geopotential or marine geoid. The sea surface height can then be defined as the sea surface deviation from the marine geoid. Since the ocean currents on time scales longer than a few days and space scales longer than a few tens of kilometers are very nearly in geostrophic balance, save close to the equator (< 100km), the current velocity can be calculated from the pressure gradient on the geoid (see section 5.1 for the mathematical development). In accord with the hydrostatic approximation, the pressure gradient at the geoid is proportional to the horizontal slope of the sea
Satellite altimeter observations of sea surface topography can then provide global information of the ocean surface velocity (Chelton et al. 2001)

The French-US altimetric satellite TOPEX/Poseidon, launched in August 1992, has been very successful in providing global scale measurements with a repeat period of 9.9 days, nominally a "10-day cycle", in which it orbits the earth 127 times. It orbits the earth at an altitude of $1336\text{km}$ and an inclination of $66^\circ$. This orbiting configuration results in a ground track separation of about $316\text{km}$ at the equator (Fu et al., 1994).

The principle for measuring the sea surface height with satellite altimeter is simple: obtain the distance between the satellite and the earth's surface, called the range, and subtract it from the distance between the satellite and the geoid (figure2-1). The sea surface height obtained can be decomposed into the dynamic sea-surface height associated with geostrophic currents, the height produced by tides and the sea-surface response to atmospheric pressure.

In reality, it is not that simple to measure the sea surface height using the altimeter, as can be seen in the brief description that follows; a more detailed one can be found in Chelton et al. (2001).

2.1.1 Errors and Corrections.

The altimeter measures the time it takes a microwave pulse to travel from the satellite to the earth's surface and back. The range can not be obtained directly from the time measurement because there are processes along the ray's path that affect the travel time and shape of the microwave pulse.

Some constituents of the atmosphere (i.e., water vapor, dry gases and free electrons in the atmosphere) reduce the propagation speed of the microwave pulse. It is necessary to correct for these delays before computing the range. These corrections can be made with great accuracy for the TOPEX/Poseidon data and are not considered a significant source of error (Chelton et al., 2001).
Figure 2-1: Schematic summary of the corrections that must be applied to the altimeter range measurement. *escanear figura 1 de Fu & Cazenave 2001 pp.2*
Another correction is needed due to the biases in the estimation of the sea state (wave and swell height, direction and period). The return signal measured by the satellite corresponds to the pulse reflected by small wave facets within the antenna footprint, called scatterers, that are perpendicular to the incident radiation. Errors arise in the determination of the sea level because of differences between the distribution of the scatterers and the sea surface height. It is also believed that this correction can be done very accurately for TOPEX/Poseidon (Chelton et al. 2001).

Once the range is known, the distance between the satellite and the geoid needs to be found. What is known of the satellite’s orbit is the orbit height or altitude (H), the distance between the satellite and the geopotential surface. The geopotential surface is, in fact, approximated by an ellipse; the geoid has undulations in the range of -105 m to +85 m from the reference ellipse due to gravitational anomalies owing to variations in the bottom topography and in-homogeneities in the earth’s interior. Therefore, an independent estimate of the orbit height and the geoid departure from the reference ellipsoid are needed.

Two new sources of errors appear: imprecisions in the modelling of the true shape of the geoid, referred to as the geoid problem, and inaccuracy in the calculation of the three-dimensional location of the satellite with respect to a specified reference frame, called the orbital ephemerides.

The geoid problem can be bypassed in the study of mesoscale variability by subtracting the time mean of the data since the time scales of geoid changes are much longer than the time scales of oceanic mesoscale variability. The reduction in the uncertainty in the orbit ephemerides, mainly its radial component, known as the orbit error, is considered a particular success of the TOPEX/Poseidon mission as it has been reduced to about 2cm. It is believed that no orbit error correction is needed at this level (Chelton et al. 2001). An in-depth description of the orbit error and its correction is given in Appendix A since it was thought to be important at one point in the progress of this work.
The sea surface height obtained is a mix of different components, such as tides and atmospheric load, that need to be taken into account in order to procure the geostrophic portion.

The TOPEX/Poseidon mission made significant improvements in the development of a tidal model. The tidal potential can be approximated by six components, all of which are diurnal or semi-diurnal in most regions of the world. The repeat period of the satellite is longer than the tidal periods so the latter aliases into lower frequencies that are of interest for ocean circulation studies, and therefore need to be removed. For TOPEX/Poseidon, the orbit configuration was selected so the energetic tidal constituents would alias to periods that can be well resolved using a few years of altimeter data and that can be easily distinguished from other narrow banded ocean signals, such as the annual and semiannual. The result is a reduction of the tidal model inaccuracy from more than 10 cm prior to TOPEX/Poseidon, to 2-3 cm.

The atmospheric pressure exerts a downward force on the sea surface to which the sea surface responds to first order in a static manner. The atmospheric loading has spatial and temporal variations and so does the sea surface response. The conventional wisdom establishes that an increase (decrease) in atmospheric pressure of 1 mbar depresses (raises) the sea level by about 1 cm; this is called the “inverted barometer” correction. The small dynamical response of the sea level to the atmospheric loading generates errors that are probably on the order of 10% of the correction. The accuracy of the inverted barometer correction is also limited by the uncertainty in the knowledge of the sea surface atmospheric pressure, which can be as large as 2 – 3 mbar in the tropics and sub-tropics, 4 mbar north of 40°N and 4 – 7 mbar south of 40°S.

The TOPEX/Poseidon measurements are believed to be at the 2-3 cm level of accuracy after the described corrections are made (see TOPEX/Poseidon special issues of the Journal of Geophysical Research. December 1994 and December 1995).
2.2 Numerical Model

The numerical simulation of the North Atlantic Ocean at 0.1° of resolution, using the Los Alamos Parallel Ocean Program (Smith et al., 2000) is considered in this study. At 0.1° of resolution (3.2 km in the horizontal at the northern boundary and 11.1 km at the equator) this is an eddy resolving simulation. A description of the model and the simulation are given below paraphrasing Smith et al. (2000).

The Los Alamos Parallel Ocean Program (POP) is a level-coordinate ocean general circulation model that solves the three dimensional primitive equations with realistic bottom topography. It is a Bryan-Cox type model (Bryan, 1969) with implicit free-surface treatment of the barotropic equations (Dukowicz and Smith, 1994).

The domain of the 0.1° extends from 20°S to 72.6°, and 98°W to 17.2°E. The horizontal resolution varies from 11.1 km at the equator to 3.2 km at higher latitudes. Smith et al. (2000) show that this horizontal grid spacing is less than or equal to the zonal-mean Rossby deformation radius at all latitudes. The eddies should then be reasonably well resolved in the model at all latitudes since the typical length scales for mesoscale eddies are related to Rossby radius as showed by Stammer (1997).

The simulation was produced by forcing the model with realistic winds (ECMWF TOGA Global Surface Analysis) in the period of 1985-1996. The model was initialized with the ocean at rest; the temperature and salinity were set equal to the June Levitus (1982) climatology. The model was spun up for 5.3 years, after which the wind stress was switched back to October 1, 1985 and continued through July 1, 1996.

The data were archived every 10 model days, roughly the same sampling period of TOPEX/Poseidon, as snapshots of the three dimensional prognostic variables.

The 0.1° resolution improved many features in the North Atlantic simulation. over previous runs at coarser resolution. One of the most relevant is that the mesoscale eddy field appears stronger and closer to observations than in previous simulations, particularly in quieter regions, such as the interior of the subtropical gyre and in the eastern basin (Smith et al. 2000). The Gulf Stream, which had proven particularly
difficult to simulate realistically in previous runs, has also major improvements. It separates from the boundary at Cape Hatteras, rather than a few hundred kilometers to the north, as it had done in other numerical studies, and it separates as a jet without the strong anticyclonic eddy at the boundary that characterizes many previous simulations. The peak velocities, transports, spatial scales, and structures in the Gulf stream extension agree well with current meter data. (Smith et al. 2000)

The simulated Gulf stream also shows differences with respect to observations. It flows in a more zonal direction after the separation than observed, resulting in a southward offset of the mean path of 1°-1.5° in latitude. It also presents a broader meridional extent, particularly near the New England Sea Mounts (65° and 57°W).

Smith et al. (2000) compare the sea surface height from the model with satellite data from a blended TOPEX/Poseidon and the European Space Agency's ERS-1 and ERS-2. The satellite variability was computed from 0.25° × 0.25° maps covering a two-year period from April 1995 to April 1997 every ten days, as that was the longest continuous multiyear period available.

When comparing the sea surface height from the model with TOPEX/Poseidon's, Smith et al. (2000) found that the altimetric data shows regions (i.e., North American coast southwest of Nova Scotia and off the South American coast between 0° and 5°N) of very high variability that do not appear in the model which they explain as residual errors in the tidal model. They also found that in the regions of low sea surface height variability, such as in the western basins and the tropics, the satellite variability is higher than in the model. They point out that this might be due to the noise in the observations.
Chapter 3

TOPEX/Poseidon

The altimetric data provides measurements of the sea surface height along the satellite's groundtracks. The data needs to be processed with statistical methods in order to obtain as much information as possible and understand it. In this chapter, a description of the data, the statistical methods and its results are described. Part of the information obtained in this chapter, particularly the standard deviation and the correlation of the sea surface height, is used in chapter 5 to compute the eddy vorticity flux. Other statistical quantities are compared in chapter 4 with the statistical quantities of the numerical method.

3.1 Data Processing.

The MIT TOPEX/POSEIDON data set is used in this study for the region given by -75° and -45°lon and 25° and 45°lat. Figure (3-1) shows the satellite groundtracks that are used. The data have been corrected for all environmental effects and interpolated onto a fixed 6 km equidistant along track grid (King et al., 1994). Data points at depths shallower than 1000m are discarded as the tidal correction is not reliable at shallow depths. The data set presents gaps in which the satellite did not work, and some points which appear to be incorrect. To deal with this, points different from the
mean by three standard deviations are identified as outliers and eliminated, although it should be acknowledge that there is some risk that these points correspond to real signals in the sea surface. The gaps with no data are then filled with a spline cubic interpolator (MATLAB). Each arc is first interpolated in space and then in time, with the limit in the gap size of 48 km in space (eight points) and 11 days in time (one point). The remaining gaps become smaller so a new round of interpolations can be performed. This is done for three interpolation cycles, eliminating the outliers after each round.

The interpolated data are filtered with a butterworth filter (MATLAB) in time and space. The Nyquist frequency, defined as one-half of the sampling frequency and that it corresponds to the highest frequency that can accurately be resolved, is used as the low-pass cutoff frequency in the time filter to remove the noise (higher frequencies that can not be resolved). For the space filtering, a 30km wavelength is used as suggested by Stammer (1997).
3.2 Eddy Kinetic Energy and Ellipse Variances

The geostrophic perturbation velocity can be computed at the cross overs of the satellite arcs assuming geostrophic balance (see Section 5.1). It is important to remember that the velocities obtained are the perturbation velocity since the time mean of the sea surface height has been eliminated. Let $\bar{u}$ be the time mean of $u$,

$$ u'(x) = u(x,t) - \bar{u}(x). \tag{3.1} $$

The groundtracks are divided into ascending (from Northwest to Southeast, labelled with odd numbers) and descending (from Southwest to Northeast, labelled with even numbers). To compute the geostrophic velocity, the alongtrack sea surface height gradient is obtained ($\gamma_a$ and $\gamma_d$ for ascending and descending arcs) and transform into the zonal and meridional sea surface height gradients ($\gamma_m$, $\gamma_z$ respectively) following Parke et al. (1987),

$$ \gamma_m = \frac{\gamma_a + \gamma_d}{2\cos(\theta)}, $$

$$ \gamma_z = \frac{\gamma_a - \gamma_d}{2\sin(\theta)}. \tag{3.2} $$

The geostrophic perturbation velocity is obtained from the sea surface height gradient (see Section 5.1 for the derivation of this expression)

$$ \epsilon_{ijk} f u'_j \hat{k} = -\frac{1}{\rho} \frac{\partial \eta}{\partial x_i}, \tag{3.3} $$

where $\rho$ is the density of the water, $\epsilon_{ijk}$ is the alternating tensor, $f$ is the Coriolis parameter due to the earth's rotation, and $\hat{k}$ is the unitarian vector in the vertical direction. Once the meridional and zonal components of the velocity are obtained at each cross over, the eddy kinetic energy can be found, $0.5(\bar{u}^2 + \bar{v}^2)$, where the overbar stands for time average (figure 3-2). Stammer (1993) obtain the global eddy kinetic energy map using the TOPEX/Poseidon data, but with a different method. He computes the geostrophic velocity between each pair of points along the arcs and assumed the velocity to be isotropic. The velocity is not assumed isotropic in
this study; both horizontal velocity components are found for each crossover. The downside of this method is that it diminishes the resolution. In section (4.1) this issue is addressed by comparing the information obtained from the velocity field of the numerical model and the one provided by the geostrophic velocities computed at the cross over from the simulation's sea surface height field. The ellipses of variance are computed from the velocity covariance, $u_i' u_j'$, as a way to represent the magnitude and the direction of the variability. The direction is given by the angle $\theta$ (Preisendorfer, 1988),

$$\theta = \frac{1}{2} \arctan \left( 2 \frac{u_1' u_2'}{u_1'^2 - u_2'^2} \right),$$

(3.4)
the variance along the semimajor axis by
\[
\sigma_{11} = \frac{1}{2} \left( \overline{u_1^2} + \overline{u_2^2} + \sqrt{(\overline{u_1^2} - \overline{u_2^2})^2 + 4(\overline{u_1' u_2'})^2} \right), \tag{3.5}
\]
and the variance along the semiminor axis is
\[
\sigma_{22} = \frac{1}{2} \left( \overline{u_1^2} + \overline{u_2^2} - \sqrt{(\overline{u_1^2} - \overline{u_2^2})^2 + 4(\overline{u_1' u_2'})^2} \right). \tag{3.6}
\]

The points on the ellipse are function of the angle \( \phi = 0 : 2 \pi \). In cartesian coordinates, the ellipses take the form
\[
x = \sigma_{11} \cos(\phi) \cos(\theta) - \sigma_{22} \sin(\phi) \sin(\theta), \\
y = \sigma_{11} \cos(\phi) \sin(\theta) + \sigma_{22} \sin(\phi) \cos(\theta). \tag{3.7}
\]

Isotropic flows have circles instead of ellipses, since \( \overline{u_1^2} = \overline{u_2^2} \), and \( \overline{u_1' u_2'} = 0 \). Anisotropic flow is represented by elongated ellipses, whose orientation is given by the velocity covariance, \( \overline{u_1' u_2'} \). The semimajor axis indicates the principal direction of the variance.

Figure 3-3 shows the variance ellipses computed from the altimeter data. The ellipses have been normalized by the largest semimajor axis (0.6586). The Gulf Stream can be identified by the larger ellipses. There ellipses indicate that the velocity near the Gulf Stream is not completely isotropic, as they are not circles. There is not a preferable direction to which the ellipses align. Maybe a more structured pattern could be seen if the crossovers had a better resolution.

### 3.3 Alongtrack Correlations

The TOPEX/Poseidon data provide a time series of sea surface height every six kilometers. A correlation between those time series with zero time lag can be used to see how similar they are, and at what distance the sea surface height value of one point is not influenced by the value at the other position, that is, at what distance
Figure 3-3: Variance ellipses from TOPEX/Poseidon data, normalized with maximum semimajor axis
they are independent. If one time series is kept fixed, and the correlation is computed with time series of the rest of the points along the same arc, the correlation can be seen as a function of distance along the arc or space lag. It is necessary to compute the covariance first in order to compute the correlation. The covariance is,

\[ \text{Cov}(\delta s) = \frac{1}{N-1} \sum_{j=1}^{N} (h(s, t_j) - \mu(t_j))(h(s + \delta s, t_j) - \mu(t_j)), \quad (3.8) \]

where \( h(s, t_j) \) is the sea surface height time series at the cross over, \( N \) the number of time realizations, and \( h(s + \delta s, t_j) \) is the time series at a distance \( \delta s \) along the same transect. The spatial mean along the arc at each particular time is given by \( \mu(t_j) \). The convention for \( \delta s \) is that it can only be positive. The correlation is obtained by normalizing the covariance by the square root of the product of the variances,

\[ C(\delta s) = \frac{\text{Cov}(\delta s)}{(V(s)V(s + \delta s))^{1/2}}, \quad (3.9) \]

where \( V(s) \) and \( V(s + \delta s) \) are the variances,

\[ V(s) = \frac{1}{N_t - 1} \sum_{j=1}^{N_t} (h(s, t_j) - \mu(t_j))^2. \quad (3.10) \]

Note that the method described for computing the covariance differs from the one normally used for a multidimensional process in which the value of the field depends on more than one variable. The covariance for a two dimensional process is written as (Priestly, 1981),

\[ \text{Cov}(\delta s, \delta t) = \frac{1}{N-1} \frac{1}{M-1} \sum_{i=1}^{M-\delta s} \sum_{j=1}^{N-\delta t} (h(s_i, t_j) - E[h(s, t)])(h(s_i + \delta s, t_j + \delta t) - E[h(s, t)]), \quad (3.11) \]

where \( h(s_i, t_j) \) is the sea surface height measured at the position \( s_i \) and time \( t_j \). \( M \) is the number of points in space and \( N \) the number of time realizations. \( E[h(s, t)] \) is the expected value of the sea surface height. These calculations use almost all the points in a transect to compute the covariance value at one space lag, while the one in this study takes only two timeseries for one space lag. The correlation computed using
equation 3.11 is more robust than the one used here since it involves more data points in the calculation reducing the error bars. I nevertheless decided to use equation 3.8 so that the influence of one particular point in the arcs with respect to the rest can be isolated. A correlation more similar to the robust one is computed in section 3.4.

For an isotropic process, the correlation is independent of the direction in which the correlation is taken. The isotropy of the correlation for the sea surface height field will be verified by comparing the correlations obtained in different directions. In order to have more directions available, the transects can be broken in two at the location where two arcs cross. For each cross over, four series are then available, two per arc, pointing in four directions that are labelled with respect to the cardinal point toward which the correlation is done (Figure 3-4). The correlation is computed by each time series at the crossover with points that belong to the same arc. This correlation does not involve two time series of different arcs.

One of the features that can aid in the comparison of the correlation in the four directions is the correlation length scale, the distance at which the correlation crosses zero. The correlation length scale is sought in each direction by searching for the
first point that is not significantly different from zero (Sokal & Rohlf, 1981). It is expected that the correlation would decline gently towards zero with distance from the crossover, and to oscillate around zero after certain distance, like an uncorrelated process with white noise. For an isotropic process, the correlation does not depend on the direction it is taken, so the four correlations associated with a cross over would look very similar. The correlations at certain crossovers look quite isotropic, even when considering the error bars in the computation. Figure 3-5 shows the correlations for two cross overs, one formed by arcs 74 and 89 (panels a and b), and the other one by 176 and 191 (panels c and d). The dotted line indicates the smallest positive value of the correlation that can be significantly different from zero (Sokal and Rohlf, 1981). This gives an idea of the error bars. The correlation scales are fairly similar, and in all cases it ends oscillating around zero. This suggests an isotropic correlation. Other correlations do not decrease to zero as expected, but instead decrease monotonically at a slow rate. Some curves decline so slowly that they do not cross zero (Figure 3-6), or the value at which they do is non distinguishable from zero, even at large distances from the crossover (300km). A possible explanation for having high correlations at large distance from the crossover is that the data has some errors along each transect that introduce the structure responsible for such high correlation. Orbit error or aliasing with high frequency barotropic signals could provide such structure, so they are tested below.

3.3.1 Barotropic Signals

Fukumori et al. (1998), using a numerical model, presented evidence that barotropic motions with frequency higher than the sampling frequency of TOPEX/Poseidon exist in the oceans. Three regions in particular showed strong barotropic high frequency activity, two in the southern ocean and one in the northern part of the North Atlantic. Stammer and Wunsch (2000) found that the altimetric data can be corrupted by the aliasing of these high frequency motions, and suggested a method for correcting it.
Figure 3-5: Along track correlation at cross overs formed by arcs 74 and 89 (-51°lon, 37.1°lat), (a) and (b), and by transects 176 and 191 (-56.7°lon, 37.1°lat), (c) and (d). The directions are SE (solid line) and NW (broken line) for even numbered arcs, (a) and (c), and NE (solid line) and SW (broken lines) for odd numbered arcs, (b) and (d). The dotted line is the smallest positive indistinguishable form zero.
Figure 3-6: Correlation along (a) 24 SE, (b) 74 NW, (c) 100 NW, and (d) 76 NW. They correspond to the crossovers 24/13 (-58.1°lon, 29.7°lat), 74/139 (-45.3°lon, 26.8°lat), 100/165 (-53.8°lon, 26.8°lat), and 176/24 (-51°lon, 26.8°lat) at panel d)
In their study, the barotropic version of the MIT ocean general circulation numerical model forced twice daily by winds, reproduced with high accuracy the short period motions that the full baroclinic version of the same model with identical forcing produced. They proposed that, since the results from the two models are so similar at shorter periods than a month, and the barotropic version being easier to run, the altimetric data can be corrected by subtracting the barotropic model results from the along-track elevation.

The barotropic signal from the numerical model is removed before the filtering and the interpolation. The alongtrack correlations are computed in the same way they were obtained in the previous section. The correlations with the correction are compared to those obtained from the data with no correction.

The correction does not affect much some of the correlations. Figure 3-7 shows that the correlations for the cross over 74 and 165 (-49.6°lon, 34.8°lat) are not significantly different. The solid line corresponds to the corrected data and the broken one to the original data.

In other instances the correction does affect the correlation. Some cases in which the correlation was found to decrease monotonically and never crossed zero, or did at large distances (Section 3.3, Figure 3-6), the correlation decays more slowly after the barotropic correction has been applied. Figure 3-8 has the same transects as Figure 3-6; in all four cases, the correction made the slope slightly more negative. This means that the barotropic signal removal does not improve the alongtrack correlations.

The model results for the barotropic signal are available until TOPEX/Poseidon's repeat period 195. If the corrected data are to be used, the satellite's timeseries are reduced by about 80 cycles. This translates into larger error bars in the correlation. The first non-distinguishable from zero point appears at correlation 0.2, while it was 0.17 for the uncorrected data.
Figure 3-7: Along-track correlation at cross over made by arcs 74 and 165, after the removal of the barotropic signal from a numerical model (solid line), as proposed by Stammer and Wunsch (2000), and without the correction (broken line). The dotted line corresponds to the lowest value that is significantly different from zero.
Figure 3-8: Along-track correlations after the removal of the barotropic signal from a numerical model (solid line), and without the correction (broken line). Curves from a) 24 SE at -58.1°lon 29.7°lat; b) 74 NW -45.3°lon, 26.8°lat; c) 100 NW -53.8°lon, 26.8°lat; and d) 76 NW at -51°lon, 26.8°lat.
3.3.2 Orbit Error Correction.

At one point it was believed that the TOPEX/Poseidon data still contained errors due to what is known as orbit error. Appendix A describes in depth the orbit error as well as the methods to correct it. In this section it is showed that the alongtrack correlations have very small changes when the correction is applied to the data.

Figure 3-9 shows the correlation for the two directions available for the crossover of the arcs arcs 126 and 65, since the transects are too small in the other two directions, with and without the orbit error correction. This crossover is where the correction produces the largest effect, and it can be seen that it is still minimal; smaller than the one obtained with the barotropic correction (figure 3-7). This supports the idea that the error induced by the high frequency barotropic motions is larger than that of the orbit error as Stammer and Wunsch (2000) mention.

It was mentioned in section 3.3 that this method for computing the correlations is not as robust as the usual one for multidimensional processes. Some unexpected features in the correlation, as the monotonically decrease of the correlation that does not cross zero, or it crosses at a large distance form the origin, were not removed by either the orbit error correction or the removal of high frequency barotropic signals. The error bars, provided by the number of data points used in the correlation, are large. Correlations are now done in another fashion that will improve the error bars.

3.4 Two-dimension Correlation

The along-track covariances and correlations of the sea surface height obtained by altimetry are one-dimensional by nature. Two-dimension correlations with the resolution needed for studying the mesoscale can not be computed in the ordinary sense with the TOPEX/Poseidon data set because the spatial coverage is not fine and regular enough. In order to get two dimensional information, it is customary to map the data onto a grid using objective mapping (Bretherton et al. 1976), which has its
Figure 3-9: Along-track correlation for cross over of transects 126 and 65 (-69.4°lon, 39.1°lat). Solid lines show the correlation after the orbit error correction while broken lines show the original correlation. The dotted line corresponds to the lowest value that is significantly different from zero.
own problems (i.e., filtering of the variance, Morrow et al., 1994). Glazman et al. (1996) introduced a method to overcome the one dimensionality of the along-track correlations without having to grid the data, although they make the assumption that the sea surface height field is statistically stationary and spatially homogeneous. The technique uses several satellite passes occurring in an area of interest, say 5° by 5° bin, and defines a period of time, called the synchronicity interval $\Delta t$, for which the satellite passes are treated as simultaneous. The risk of using neighboring groundtracks is that, assuming the sea surface height did not change in the time difference between the measuring of both groundtracks, it introduces errors of the magnitude of the orbit error (Parke et al. 1987). It was found that the orbit error is negligible for TOPEX/Poseidon so this is not a concern. An error can be introduced by the high frequency motions to which the sea surface height responds in the sampling time difference. This needs to be considered, but for the time being it will be assumed that the groundtracks within a synchronicity period are quasi-simultaneous. To compute the space correlation, we start by obtaining sea surface height products of pair of points from all quasi-simultaneously tracks inside the bin,

\[
(h(x_j, t_i))(h(x_j + r, t_i + \delta t)),
\]

where $r$ is the distance vector between the two points, the time interval $\delta t$, is $\delta t \leq \Delta t$. The sea surface height field is treated as statistically stationary and spatially homogeneous; the absolute times and positions are ignored, which allows the averaging of the correlations obtained within a synchronicity interval and a particular bin to get the correlation as a function of $r$,

\[
C(r) = \frac{1}{M} \sum_{j=1}^{M} \frac{1}{N} \sum_{i=1}^{N} \frac{(h(x_j, t_i))(h(x_j + r, t_i))}{V(x_j)V(x_j + r)}. \tag{3.13}
\]

where,

\[
V(x_j)^2 = \frac{1}{N - 1} \sum_{i}^{N} (h(x_j, t_i))^2. \tag{3.14}
\]

The number of groundtracks available for the correlation in a particular bin is in direct proportion to the size of the bin and the length of the synchronicity interval.
This affects the coverage in the \( r \) plane as well as the number of points averaged for a particular \( r \). The most complete uniform coverage of the \( r \) plane is achieved by taking the synchronicity interval to be the period of the orbit repeat cycle, 10 days for TOPEX/Poseidon mission. A downside of selecting such an interval is that, the longer the synchronicity interval is, the harder it is to satisfy the assumption of the transects being simultaneous. For this work, the 10 day period is chosen to get as many transects as possible acknowledging that there is still questions about the validity of the synchronous assumption.

The points inside the bin are paired for computing the correlation. The separation vector between them, \( r \), can have two directions depending on which of them is used as a reference. Both directions are taken into account in the method; each pair of points contributes twice to the calculation, and a symmetry is introduced in the averaged correlation. The points near the edges can not be paired with points in all directions within a circumference as some points lie outside the bin. To avoid this, it is allowed for the points on the edges to be coupled with points outside of the bin that are closer than 500\( km \). This forms an area around the bin, called the 'fringe' area, whose points are only paired with inside points. The direction of the separation vector is unique for this case, from the inside to the outside of the bin, which somewhat breaks the symmetry that had been introduced before.

Glazman et al. (1996) decided to exclude pairs of points that belong to the same altimeter pass to eliminate the influence of fast sea surface height oscillations caused by short-correlated processes, such as gravity waves, sea state bias oscillations (due to wind speed variations) etc. The data are filtered in this study to eliminate high frequency features, so there is no need to avoid pairs of data from the same transect. Nevertheless, a comparison is made between correlations that include points from the same transect and the ones that avoid them.

The homogeneity assumption is not satisfied by the covariance in the region around the Gulf Stream. The Gulf Stream has higher variability than its surroundings, as can
be seen in Figure 1-1. Five degrees by five degrees bins for computing the covariance and correlation are selected so that they contain points of similar regime and the homogeneity assumption is approximately valid within them. Figure (3-10) shows the sea surface height variance in the Gulf Stream region, as well as the bin positions; four bins were selected to lay along the Gulf Stream extension (labelled g1, g2, g3, g4) and four to the south of it (f1, f2, f3, f4).

The correlation appears to be homogeneous and close to isotropic. Figures 3-11 and 3-12 show the correlation computed for the bins along the Gulf Stream and outside of it. The plots suggest that the correlations are homogeneous since the values are very similar between the different areas, and close to isotropic because they are roughly circular. The confidence intervals associated with the correlations, calculated according to Sokal and Rohlf (1981), are shown in Figures 3-13 and 3-14. The upper interval is nominally the same as the lower, so only one plot for each bin is presented. The confidence intervals are presented in \( \log_{10} \) to appreciate the structure that exist because the number of points in the computation of the correlation varies significantly from point to point. The confidence intervals are quite small, with the largest values of 0.05 at the edges of the circles. The TOPEX/Poseidon transects can clearly be distinguished as they allow for more degrees of freedom by having more points in the computation.

The correlations south of the current are less circular but, save the westernmost, still appear close to isotropic. A possible explanation for the less circular shape is that the signal to noise ratio is smaller away from the Gulf Stream, given that the covariance is one order of magnitude larger along the current than out of it, (Figures 3-11 and 3-12). The noise in the form of background variability might have a stronger influence in the southern bins and modify the otherwise close-to-circular shape.

The covariance and correlation plots do not follow a gaussian distribution; they have negative values, as can be seen in Figures 3-11, 3-12. A test of significance was performed according to Sokal and Rohlf (1961), with the caveat that the method
Figure 3-10: Sea surface height variance from TOPEX/Poseidon data (repeat cycles to ) near the Gulf Stream. Dotted lines show the areas selected for computing 2-dimensional correlations.
Figure 3-11: Two-dimensional correlation computed from TOPEX/Poseidon data for the 5° by 5° bins along the Gulf Stream.
Figure 3-12: Same as Figure 3-11 but for the bins to the south of the Gulf Stream
Figure 3-13: Confidence intervals in $\log_{10}$ for the sea surface height correlations along the Gulf Stream (Figure 3-11)
Figure 3-14: Confidence intervals in $\log_{10}$ for the sea surface height correlations to the south of the Gulf Stream (Figure 3-12)
Figure 3-15: Two-dimensional covariance computed from TOPEX/Poseidon data for the 5° by 5° bins along the Gulf Stream.
Figure 3-16: Same as Figure 3-16 but for the bins to the south of the Gulf Stream.
assumes a student distribution. The null hypothesis is $C = 0$, and it is tested for 95% in the following way. Compute,

$$t_s = C\sqrt{(N - 2)/(1 - C^2)},$$

and compare it with the student distribution value, $t_{0.95[N-2]}$. The null hypothesis is rejected when $t_s > t$. The student distribution does not have negative values; the negative of $t$ was used when testing for $t_s < 0$. For many of the negative points the null hypothesis of $C = 0$ was rejected. This result, and the persistence of the negative values suggest that they are not a product of a random process.

I suggest that the correlation can be modelled ($C_M$) as the product of a gaussian and a cosine function,

$$C_M = e^{-A_1r_1^2 + A_2r_2^2 + A_3r_1r_2 \cos \left( \sqrt{B_1r_1^2 + B_2r_2^2 + B_3r_1r_2} \right)}.$$  \hspace{1cm} (3.16)

The parameters of the equation can be found by fitting the data using a non-linear least-square method (MATLAB). Figure 3-17 shows the two-dimensional correlations of the sea surface height for the area $g_2$, the proposed correlation with the parameters found by the adjustment, $A_1 = 2.9 \times 10^{-11}$, $A_2 = 3 \times 10^{-11}$, $A_3 = -0.3 \times 10^{-11}$, $B_1 = 12 \times 10^{-11}$, $B_2 = 10 \times 10^{-11}$, and $B_3 = 3 \times 10^{-11}$. For the actual fitting, since the values of the correlation away from the center are centered around 0.1 and not zero, it was decided to fit the function: $c = 0.1 + 0.9e^{-A_1r_1^2 + A_2r_2^2 + A_3r_1r_2 \cos \left( \sqrt{B_1r_1^2 + B_2r_2^2 + B_3r_1r_2} \right)}$. The correlation is near isotropic, since $A_1 \approx A_2$, $B_1 \approx B_2$, $A_3/A_2 < 1$ and $B_3/B_2 < 1$. The anisotropy is due mostly to the value of $B_3$ and the difference between $B_1$. This result will be used in section 5.2 when computing the eddy vorticity flux.

Glazman et al. (1996) suggested avoiding pairs of points that belong to the same transect to eliminate the influence of fast sea surface height oscillations caused by short-correlated processes, such as gravity waves, sea state bias oscillations (due to wind speed variations) etc. A comparison is made between the correlations computed with and without pairs of data that belong to the same transect to verify that by filtering the data there is no need to exclude same-transect point. Figure 3-18 shows
Figure 3-17: (a) Sea surface height correlation for a 5° by 5° area, (b) the proposed representation of the correlation as the product of a cosine times a gaussian function (see text) and (c) the residual of the least squares fit.
the correlation for the zone g1 when data of the same transect have been used (a) and when it was avoided (b). Few differences appear when pair of points that belong to the same transect are avoided, but they are small and no evidence of fast oscillations caused by short correlated processes are found. The differences can be explained by the reduction of the sample size to get an estimate, and to the elimination of the autocorrelation of points, which reduces the value in the center of the plots. The confidence intervals are plotted on panels (c) and (d). The differences are a manifestation of the reduction in degrees of freedom as a consequence of the change of available pair of points. The center of the plot in (c) has the smallest confidence interval as each point is autocorrelated. This autocorrelation is not made when points of the same transect are avoided.

The geometry of the arcs is present in both maps of the confidence intervals, and at certain degree, also in the correlation plots. The increase in sample size affects the correlation value. The inhomogeneity on the sample size might make it seem less isotropic due to the dependance of the correlation value in the sample size.

3.5 Chapter Summary

Processing of the satellite data are performed.

The exploration of two corrections for TOPEX/Poseidon data yields the result that the orbit error correction is not needed for TOPEX/Poseidon and that the barotropic correction does not affect the statistical analysis.

The sea surface correlation along the groundtracks, starting at the crossovers, suggest that the correlation does not follow a Gaussian distribution since it has negative values. Some correlation curves decline slowly, crossing through zero at large distances from the origin or not crossing at all. No explanation is found for these features.

The presence of negative values in the correlation of the sea surface height ob-
Figure 3-18: (Sea surface height correlation when point along the same transect have been included (a), and when they have been avoided (b). b) Logarithm of the confidence intervals for a), and d) logarithm of confidence intervals when same-arc points are not used.
tained between the transects that cross 5° by 5° selected areas, placed along the Gulf
Stream and to the south of it, confirm that the sea surface correlation does not fol-
low a Gaussian distribution. A mathematical expression is found for modelling the
correlation as the product of a gaussian times a cosine (Equation 3.16), which will be
used in chapter 5. The parameters of the mathematical approximation are found by
a non-linear least squares fit (MATLAB). The correlations are found to be roughly
homogeneous and nearly isotropic.
Chapter 4

Numerical Model

Results from an eddy resolving numerical model are compared to the TOPEX/Poseidon data and used to evaluate the consistency of the methods employed in the analysis of the satellite data. The simulation is helpful as it provides a full view of a synthetic ocean that can be sampled as if a satellite had crossed above it. The sampled data provide a limited view of the full numerical rendition of the ocean just as TOPEX/Poseidon supplies a constrained view of the real ocean. We can learn more about the information that TOPEX/Poseidon gives by comparing the results of the analysis of the full model data to the ones from the sampled data.

A subdomain of the North Atlantic numerical simulation from the POP model at 0.1\degree of resolution was provided by Dr. Jayne and Dr. Bryan of the National Center for Atmospheric Research (NCAR). It extends from -75\degree to -50\degree longitude and 30\degree to 45\degree latitude and has a repeat period of 10 days.

Smith et al. (2000) describe similarities and differences between the altimetric data and the simulation. Some of the features described in their work will be mentioned here, as well as new information provided by this work. As Smith et al. (2000) noted, the Gulf stream flows more zonally after it separates fris suggested by observations, resulting in a southward displacement in the mean path of the jet of 1\degree to 1.5\degree latitude. This can be seen in the maps of sea surface height variance: TOPEX/Poseidon’s in
Figure 4-1: TOPEX/Poseidon transects employed to sample the numerical simulation data.

Figure 3-10 and the model's in Figure 4-6. The maps share the order of magnitude of the variability, but the TOPEX/Poseidon result is centered at a higher latitude. Both data sets show a widening of the variability field between -65° and -60° of longitude, to the east of the New England Seamounts; the numerical model has a wider envelope.

The numerical simulation was sampled along the TOPEX/Poseidon groundtracks (Figure 4-1). Since the model data has a repeat period of 10 days, all the model data sampled along the satellite groundtracks for a time repetition are simultaneous in time. This data set will be called POX data, while the term "model data" is reserved for the gridded one.
4.1 Velocity Correlations

The eddy kinetic energy field obtained from the simulation's surface velocity field is compared to the eddy kinetic energy field inferred from the model's sea surface height at the cross overs (Figure 4-2, a and b). The POX map has less structure than the full model data and presents smaller values than the full model data. This is due to the loss of resolution by using velocity values only at the cross overs. Crossovers in the patches of high values would be needed to recover these features, but these patches are smaller than the crossover resolution. Nevertheless, the general shape and magnitude of the eddy kinetic energy is similar. This comparison gives confidence that the eddy kinetic energy obtained from TOPEX/Poseidon data represents the broad features of the real ocean's eddy kinetic energy (Figure 3-2 and plotted again in 4-2 to facilitate the comparison).

The TOPEX/Poseidon eddy kinetic energy has higher values than both renditions of the numerical model. The high values are found farther to the east in the satellite data than the numerical model. Also, the TOPEX/Poseidon map has the higher values in three patches probably as a result of poor resolution given by the cross overs.

The variance ellipses for POX data are computed as described in section 3.2, but are normalized by the maximum semimajor axis of the TOPEX/Poseidon ellipses in order to compare their magnitude. Figure 3-3 shows the POX ellipses in solid lines, and the TOPEX/Poseidon ellipses in broken lines to facilitate the comparison. The variability in the model is more isotropic and has a smaller magnitude than the variability captured by the satellite. It is again evident that the area with more variability in the TOPEX/Poseidon data is to the north from the high variability area of the model. In both cases, there is evidence that the velocity is not isotropic along the Gulf stream.

The low resolution obtained by the crossovers suggest that it might be better to use all the satellite data to map the eddy kinetic energy, as did Stammer (1997)
Figure 4-2: Eddy kinetic energy in $m^2s^{-2}$ computed from (a) surface velocity of the numerical simulation, (b) geostrophic velocity derived from POX sea surface height, and (c) geostrophic velocity derived from TOPEX/Poseidon sea surface height data.
Figure 4-3: Variance ellipses for the model data sampled as TOPEX/Poseidon (solid line) and for TOPEX/Poseidon data (dashdot line)

assuming the velocity is isotropic, but the variance ellipses show that the isotropic assumption is not satisfied by the velocity field.

4.2 Along Track Correlations

Along track correlations for the sea surface height are computed on the POX data in the same way they were computed in the previous chapter for the TOPEX/Poseidon data (section 3.3). The time series at the crossover of two arcs is correlated with the time series at different positions along the same arc (equations 3.8 and 3.9). The
correlation thus obtained is a function of the distance from the cross over.

Most of the curves of the correlations have a similar behavior. They decline to zero, dip into negative values and then go back to the positive side to finish oscillating around zero. Some curves reach further into the negative values than others, and most go back to the positive side and remain near zero or stay below the critical correlation value below which the values are not statistically significant from zero. Figure (4-4) is a good example of this behavior. It corresponds to the along track correlation at the crossover formed by arcs 176 and 191 (-56.6°lon, 37.11°lat). Panel (a) shows the correlations for arc 176, South-East direction (solid line) and North-West (dash-dot line) are shown. In (b), the correlations for arc 191, North-East (solid line) and South-West (dash-dot line). The dotted line indicates the smallest value that is significantly different from zero (Sokal and Rohlf, 1981)

The correlation of the POX data does not show curves that decay slowly as the altimeter data did (Section 3.3). They do present, on the other hand, high correlation values at large distances (> 200km) from the cross over. Figure 4-5 shows the crossover with the highest correlation value at more than 200km from the cross over. It corresponds to the crossing of the transects 74 and 115 (-55.2°lon and 42.97°lat). The correlation reaches 0.35 in the North-East direction (solid line in (a), arc 74) at 291m from the crossover, and 0.43 at 494km in the South-West direction (dash-dot line in (b), arc 115). The dotted line is at the smallest value that is significantly different from zero (0.2 in this case). It is not clear if this corresponds to a tapered periodic behavior (which would suggest the presence of long waves) or a spurious feature created by the simulation, or an outlier from a random process.

4.3 Two Dimensional Correlations

Two dimensional sea surface height correlations were computed for the TOPEX/Poseidon data in section (3.4). The same computation is made for the model data as well as for
Figure 4-4: Along track correlation for the numerical simulation sampled along TOPEX/Poseidon transects, at the cross over formed by arcs 176 and 191 (-56.6°lon, 37.11°lat). Directions (a) South-East (solid lines) and North-West (dash-dot line) for arc 176, and (b) North-East (solid line) and South-West (dash-dot line) for arc 191. Dotted line at the smallest value significantly different from zero.
Figure 4-5: Along track correlation for the numerical model data sampled as TOPEX/P where high correlation values appear at distance from the cross over. Crossover by arcs 74 and 115 (-55.2°lon and 42.97°lat). Directions a) South-East (solid lines) and North-West (broken line) for arc 74, and b) North-East (solid line) and South-West (broken line) for arc 115. Dotted line at the smallest value significantly different from zero.
the model data sampled along the satellite's groundtracks (POX data). A comparison
can be made between the correlations obtained using all the numerical data and those
using the POX data to see how much information is lost in the altimetry sampling.
Another comparison can be made among TOPEX/Poseidon and POX correlations.

Two dimensional correlations were obtained using different arcs in the same way
they were computed for the altimetry data (section 3.4). The 5° by 5° areas used in
this case are shown in Figure 4-6. The variance of the sea surface height is also
displayed to show the position of the areas with respect to the Gulf Stream. The
model domain available is not as extensive as the region of the satellite data and
most of the model's domain shows large variability corresponding to Gulf stream
influence. Only one area can be placed outside the current (area f1), while the three
positioned along the current were overlapped, as done by Glazman et al. (1996) in
order to fit more areas.

It can be seen in Figures 4-7 and 4-8 that the two dimensional covariance does
not change significatively with the POX sampling. The model covariance has softer
lines and the curves appear more circular. The POX covariances, on the other hand,
have harder edges and seem to be more rectangular. The position of the data points
explains these small differences.

The same comparisons are true for the correlation. Figures 4-9 and 4-10 show
that the curves for the model appear more circular than the POX ones.

The log10 of the confidence intervals for the correlation of the POX data are shown
in Figure 4-11 (Sokal and Rohlf, 1981). The difference between the upper and lower
confidence interval is very small, so one plot is presented for both cases. Note that the
confidence intervals are quite small, from 5x10^-2 to 1x10^-4. The range covers a couple
of orders of magnitude, so the logarithmic scale is used to preserve the structure.

The covariance and correlation do not follow a gaussian distribution. Like the
TOPEX/Poseidon curves, they have negative values at some distance from the origin.
The model curves have smaller values (more negative) than the TOPEX ones.
Figure 4-6: Sea surface height variance from the POP model. Dotted lines show the areas selected for computing the 2-dimensional correlations. The Gulf Stream influence is identified by the high variability values.
Figure 4-7: Two dimensional covariance using all the numerical model data
Figure 4-8: Two dimensional covariance for the POP model when sampled along the TOPEX/Poseidon's ground tracks.
Figure 4-9: Two dimensional correlation using all the numerical model data
Figure 4-10: Two dimensional correlation for the POP model when sampled along the TOPEX/Poseidon's ground tracks.
Figure 4-11: Confidence intervals in $\log_{10}$ for the correlations computed with the numerical simulation’s sea surface height sampled along the satellite’s groundtracks (Figure 4-10)
Another similarity with the TOPEX results is that the model correlations do not seem to be completely isotropic; the area away from the Gulf stream (f1) appears elongated in the zonal direction. Furthermore, the negative values do not close forming a circle, but instead are limited to the north and south of the center. The symmetry is once again a consequence of the method to compute the correlations, as discussed in section 3.4. The negative values do not seem to be spurious, as they appear in most of the 2-dimensional correlation as well as in most alongtrack ones. The negative values suggest the association of the eddy variability to weaves, and thus the damped periodic characteristics.

The area f1 could be seen as the extreme of an anisotropic correlation among the ones computed. It has the more negative values to the north and south of the center. The mathematical representation proposed for the correlation (equation 3.16) is still adequate and written again here,

\[
C_M = e^{-A_1 r_1^2 + A_2 r_2^2 + A_3 r_1 r_2 \cos\left(\sqrt{B_1 r_1^2 + B_2 r_2^2 + B_3 r_1 r_2}\right)}.
\]

Figure 4-12 shows a 3-dimensional view of sea surface height correlation for the model f1 area (a), and the mathematical representation (b) when the parameters have been fitted by nonlinear least squares (MATLAB): \(A_1 = 1.4 \times 10^{-11}, A_2 = 3.0 \times 10^{-11}, A_3 = 0.7 \times 10^{-11}, B_1 = 11.4 \times 10^{-11}, B_2 = 7.4 \times 10^{-11}, B_3 = 3.4 \times 10^{-11}\). The corresponding contours are shown in (C) and (d), and the residual is shown in (d). The fit is quite good since the residual is small, although they don’t seem small when compared to the error bars of the correlation (Figure 4-11 a). The square norm of the residual,

\[
|R| = \sum_j \left(\hat{C}_M x_j - C_D x_j\right)^2,
\]

is equal to 3.6, where \(\hat{N}\) is the number of points in the domain.
Figure 4-12: 3-dimensional view of the sea surface height correlation for the model f1 area (a), the proposed representation (see text) (b), c) contours of (a), contours of (b) , and the residual of the least square fit.
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4.4 Chapter Summary

The data processing applied to the TOPEX/Poseidon data is performed on an eddy resolving numerical simulation, and to a subset data formed by the same simulation sampled along the satellite groundtracks. The comparison of both numerical data sets indicate that sampling of TOPEX/Poseidon recovers most of the features analyzed, such as the eddy kinetic energy and sea surface height correlations. A question remains regarding the assumption that the time difference between the measurements from different arcs within a repeat period does not affect much the results.

The eddy kinetic energy computed with the POX data recovers the major features of the real map, given by the full simulation domain, although it does not reproduce the higher values due to the lower resolution provided by the groundtrack crossovers. The TOPEX/Poseidon eddy kinetic energy has higher values than both model maps, and its high energy area extends further to the east. This comparison between the model data sets suggest that the actual eddy kinetic energy could be larger than inferred from the TOPEX/Poseidon data.

The alongtrack correlations performed are similar in a general sense to the TOPEX/Poseidon results. However, none of the model curves present the slow decay that is found for a few of the curves from the altimeter (Section 3.3, Figure 3-6. I have not found an explanation for such features.

The two-dimensional correlations from the eddy resolving numerical model are similar to the ones computed with TOPEX/Poseidon data. They are close to isotropic, save the bin to the south of the Gulf Stream (f1) of the numerical model that appears to be the more anisotropic. The mathematical representation proposed in section 3.4 proves to be a good approximation of the sea surface height correlation; its parameters are found by a non-linear least squares fit to the numerical simulation correlation function. This expression is used in chapter 5 to compute the eddy vorticity fluxes.
Chapter 5

Eddy Field Mean Flow Interaction

5.1 Equations of Motion

In this section, the method for computing the eddy vorticity flux from the stream function spatial covariance function is summarized. A quick review of the equations of motion is first given to clarify the assumptions that are being made; a more formal derivation can be found in Gill (1982), Pedlosky (1987) or similar texts. The method for computing the eddy vorticity flux from the altimetry data will then be detailed.

The equations of motion for a fluid with velocity \( u_i \), relative to a system that rotates with steady angular velocity \( \Omega_i \), can be written as,

\[
\frac{\partial u_i}{\partial t} + u_j \frac{\partial u_i}{\partial x_j} + 2\epsilon_{ijk}\Omega_j u_k = \frac{1}{\rho} \frac{\partial p}{\partial x_i} + g_i + \nu \nabla^2 u_i,
\]  

(5.1)

where \( \rho \) is the density of the water, \( \epsilon_{ijk} \) is the alternating tensor, repeated indices indicate a summation over it (summation convention), and \( \nabla^2 \) is the laplacian operator. A modified pressure, \( p \), has been defined such that it includes the effects of pressure and centrifugal forces. The term \( 2\epsilon_{ijk}\Omega_j u_k \) is the Coriolis acceleration that appears due to the system's rotation. It is approximated as \( \epsilon_{ijk}\Omega_j u_k \hat{e}_i \), where \( \hat{e}_i \) is a unitary vector in the \( i^{th} \) direction. \( \nu \) is the kinematic viscosity, and \( g_i \) corresponds to the gravity force. I will define \( g = g_3 \) since the gravity acts only in the vertical
direction.

The relative importance between the inertial, Coriolis, and viscous forces in the horizontal components of the equations can be found by computing the magnitude ratio of the respective terms. Let $U$ be the representative magnitude of the horizontal velocity and $L$ the measure of the horizontal distance over which $U$ varies appreciably; the ratio between the inertial and Coriolis forces defines the *Rossby number*,

$$Ro = \frac{U}{2\Omega L}.$$  \hspace{1cm} (5.2)

When $Ro \ll 1$ the inertial terms are negligible compared with the Coriolis ones. In a similar way, the ratio of the terms $\nu \nabla^2 u_i$ and $2\epsilon_{ijk} \Omega \delta u_k \delta_i$, known as the *Ekman number*, measures the relative importance between the viscous and the Coriolis acceleration. The viscous forces in most geophysical fluids, far from the boundary, where viscous forces are important, are negligible with respect to the Coriolis terms ($E \ll 1$). Equation 5.1 in a steady state with $Ro \ll 1$ and $E \ll 1$, states that a balance exists between the Coriolis and pressure terms. This is known as *geostrophic balance*. When the latitudinal extent is such that the component of the earth’s angular velocity on the geographical vertical is constant, $\Omega_3 = |\Omega_3| \sin(\phi) = constant$, the Coriolis parameter $f = 2\Omega \sin(\phi_0)$ can be defined, where $\phi_0$ is a representative latitude of the region. The expression for the geostrophic balance then takes the form,

$$\epsilon_{ijk} f u_j = -\frac{1}{\rho} \frac{\partial p}{\partial x_i}.$$  \hspace{1cm} (5.4)

Note that in geostrophic flows the horizontal divergence is equal to zero,

$$\frac{\partial u_i}{\partial x_i} = 0, \hspace{1cm} i = 1 : 2,$$  \hspace{1cm} (5.5)

so a stream function can be defined,

$$u_i = \epsilon_{ijk} \frac{\partial \psi}{\partial x_j}.$$  \hspace{1cm} (5.6)
The equation for mass conservation,
\[ \frac{\partial p}{\partial t} + u_i \frac{\partial p}{\partial x_i} + \rho \frac{\partial u_i}{\partial x_i} = 0, \]  
(5.7)
in the incompressible case,
\[ \frac{\partial p}{\partial t} + u_i \frac{\partial p}{\partial x_i} = 0, \]  
(5.8)
states that the vertical velocity is independent of the vertical coordinate, \( x_3 \) since \( \frac{\partial u_3}{\partial x_3} = 0 \).

When the vertical scale of motion, \( l \) is much smaller than the horizontal one, \( L \gg l \), the vertical component of the equation of motion establishes what is known as the hydrostatic balance, a balance among the pressure gradient and gravity forces,
\[ \frac{\partial p}{\partial x_3} = -\rho g, \]  
(5.9)

5.1.1 Quasigeostrophic Approximation

When the fluid is very near geostrophic balance, but not completely, the dynamics of the corrections to the geostrophic balance can be explored. A thorough development of the quasigeostrophic equations is given by Pedlosky (1987); here I will summarize the points relevant for this study.

The Rossby and Ekman numbers are assumed to be much smaller than one. The surface displacement and the bottom slope are considered much smaller than the depth of the fluid at rest. The horizontal scale of motion is extended to the point where the planetary vorticity can no longer be considered constant, but only to the point where it can be modelled as a "small" linear deviation with latitude from a base quantity, \( f_0 = 2\Omega \sin(\phi_0) \), so we have,
\[ f = f_0 + \beta y, \]  
(5.10)
where \( \beta = 2\Omega \cos(\phi_0)/r_0 \) and \( r_0 \) is the earth's radius. For the deviation with latitude to be small, the latitudinal extension, \( y \), is constrained to satisfy \( f_0 \gg |\beta y| \) mainly \( L \)
llr. For a homogeneous fluid, and after performing an expansion analysis, the
geostrophic and hydrostatic balances are recovered at the leading order,

\[ \epsilon_{ij} f u_j^0 = \frac{-1}{\rho} \frac{\partial \rho^0}{\partial x_i}, \]  
\[ \frac{\partial p^0}{\partial x_3} = -\rho^0 g, \]  

where the superscript \(^0\) is used to denote the first order terms. The equations to the
next order are,

\[ \frac{\partial u_i^0}{\partial t} + u_j^0 \frac{\partial u_i^0}{\partial x_j} + \epsilon_{ij} f u_j^1 - \beta u_i^0 = -\frac{1}{\rho} \frac{\partial p^1}{\partial x_i}. \]  

Where \( u_i^1 \) are non-geostrophic horizontal velocity components whose divergence is not
zero, as can be seen in the mass conservation equation to second order,

\[ \frac{\partial u_i^1}{\partial x_i} + \frac{\partial u_3^1}{\partial x_3} = 0 \quad i = 1 : 2. \]  

The horizontal divergence is compensated by the stretching in the vertical of the
water columns.

Since the first order equations are in geostrophic balance, a stream function can
be defined as in Equation 5.6. The fluid is considered homogeneous so the stream
function can be defined in terms of the sea surface displacement, which allows the use
of the satellite data. The hydrostatic balance needs to be integrated in the vertical.
The reference frame is such that the z-axis points upwards with the zero at the sea
surface under absence of motion. The deviation from this level caused by the motion
is called \( \eta \). The pressure at the free surface must be zero, \( p(\eta) = 0 \), so after the
integration is performed from a level \( x_3 = -z \) we get,

\[ p(-z) = \rho g \eta. \]  

When this value is substituted on the geostrophic relation, 5.4 a new set of equa-
tions is obtained,

\[ \epsilon_{ikj} f u_j \dot{k} = -\frac{1}{\rho} \frac{\partial \eta}{\partial x_i}. \]  
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The stream function can be defined as,
\[ \psi = \frac{g\eta}{f} \]  

(5.17)

**Quasigeostrophic vorticity equation**

The quasigeostrophic vorticity equation in steady state is now derived. This will be used to compute the vorticity flux between the turbulent and the mean flows.

The curl of Equation 5.13 is taken, and Equation 5.14 is used to obtain,
\[ \frac{\partial \zeta^0}{\partial t} + \frac{\partial (u_i^0 \zeta^0)}{\partial x_i} - \beta w_2 = f \frac{\partial u^1_3}{\partial x_3} \]  

(5.18)

the quasigeostrophic vorticity equation for an homogeneous fluid in the absence of other forces or dissipation. Here the vertical component of the relative vorticity is defined as \( \zeta = \epsilon_{ijk} \frac{\partial u_j}{\partial x_k} \). For clarity, the superscript is eliminated from now on, remembering that the horizontal velocities in the equation correspond to the first order that are in geostrophic balance, and that the vertical appears as an ageostrophic correction in the second order.

The flow can be separated in its time mean plus its deviations from the mean, the first denoted by an overbar and the later as a primed quantity. This technique is useful when studying the effects that the turbulent fluctuations might have in the mean flow (Batchelor, 1953) and is sometimes referred as the Reynolds decomposition (Kundu, 1990). The velocity and vertical component of vorticity are,
\[ u(x_j, t) = \bar{u}(x_j) + u'(x_j, t), \]
\[ \zeta(x_j, t) = \bar{\zeta}(x_j) + \zeta'(x_i, j). \]

The summation convention, which states that repeated indices imply a summation, does not apply here. This expression is substituted on the steady state form of Equation 5.18 and the time average is taken. Note that the average of an anomaly is zero by definition. The product of an anomaly times a mean is also zero, however,
the average of a product of two anomalies can be different from zero. The vorticity equation becomes,

\[ \frac{\partial}{\partial x_i} \left( u_i \zeta \right) + \frac{\partial}{\partial x_i} \left( u'_i \zeta' \right) - \beta \bar{u}_2 = f \frac{\partial \bar{u}_3}{\partial x_3} \]  

(5.19)

The divergence of the eddy relativity flux, the last term on the right, represents an exchange of vorticity between the time dependent and the mean flows. This is the term that can be used to see how the mean flow is influenced by the turbulent flow. The previous expression can be rewritten noting that the horizontal velocity is non-divergent (Equation 5.14) and by dropping the overbar from the mean quantities in Equation 5.19,

\[ u_i \frac{\partial}{\partial x_i} (f + \zeta) = f \frac{\partial u_3}{\partial x_3} - \frac{\partial}{\partial x_i} \left( u'_i \zeta' \right). \]  

(5.20)

The divergence of the eddy vorticity flux, the last term in the right, is now expressed in terms of the velocity covariance. Note that the components of the eddy relative vorticity flux can be expressed as,

\[ \bar{u}'_i \zeta' = \epsilon_{ism} \kappa \frac{\partial}{\partial x_i} u'_1 u'_2 + \frac{1}{2} \frac{\partial}{\partial x_m} \left( u'_2 u'_2 - u'_1 u'_1 \right). \]  

(5.21)

The divergence of the eddy vorticity flux can then be written as,

\[ \frac{\partial}{\partial x_i} \bar{u}'_i \zeta' = \frac{\partial^2}{\partial x_1^2} u'_1 u'_2 - \frac{\partial^2}{\partial x_2^2} u'_1 u'_2 + \frac{\partial^2}{\partial x_1 \partial x_2} \left( u'_2 u'_2 - u'_1 u'_1 \right). \]  

(5.22)

Hogg (1993) proposed a method for the computation of the velocity covariance in terms of the stream function's correlation function in the quasigeostrophic framework. This work is relevant because, under the quasigeostrophic assumption, the stream function can be known from satellite altimetry. Hogg (1993) assumed the correlation function to be horizontally homogeneous and isotropic. His development is written below, were the isotropic constrain in the correlation is relaxed.
5.1.2 Eddy vorticity Flux in Terms of the Stream Function Correlation.

In this section, the velocity covariance will be expressed in terms of the stream function correlation and standard deviation in the quasigeostrophic approximation. Adequate functions with which the correlation and standard deviation can be modelled in the Gulf Stream area will be found and used to compute the eddy vorticity flux divergence of Equation 5.22.

I start by setting two spatially separated points, $x_i$ and $x_j$, at which the stream function is measured, $\psi(x_i), \tilde{\psi}(x_j)$. In this section, the tildes ($\tilde{\cdot}$) are used to distinguish between the two points. The mean of the stream function has been removed so that only perturbations from it are used. The spatial covariance for the stream function is given by,

$$F(x_i, x_j) = \langle \psi(x_i), \tilde{\psi}(x_j) \rangle,$$

(5.23)

where the angled brackets denote an ensemble average. The ensemble averages are computed as time averages (the process is assumed to be ergodic, Bendat and Piersol, 1986); this makes the connection with the covariances in the quasigeostrophic vorticity equation. Note that the covariance is a function of the positions of the two points where the measurements are taken.

As before, the flow is horizontally non-divergent since it is in geostrophic balance at leading order, so a stream function can be defined as in Equation 5.6. The velocity covariance can then be written in terms of the stream function,

$$\langle u_i, \tilde{u}_j \rangle = \epsilon_{ijm} \epsilon_{jmn} \frac{\partial^2 F}{\partial x_m \partial x_n}.$$

(5.24)

The correlation coefficient $f(x_i)$ is defined as the normalized covariance by the product of the standard deviations at each point (historically, the terms covariance and correlation have had different uses and the literature sometimes can be confusing, as Batchelor (1953) noted. Bendat & Piersol (1986) define, for example, the correlation function as the covariance of a stationary process). Hogg (1993) assumed that
the correlation coefficient of the stream function was homogeneous and isotropic, in
which case it is a function of the separation distance between the points where the
measurements are obtained, $| r_i | = \sqrt{(\bar{x}_i - x_i)^2}$. It will be assumed here that the
correlation coefficient is homogeneous but that it can be anisotropic. In this case
the correlation is a function of the relative position among the measurement points,
$r_i = \bar{x}_i - x_i$. With this, the correlation function can be written as,

$$f(r_i) = \frac{F(x_i, \bar{x}_i)}{S(x_i)S(\bar{x}_i)}, \quad (5.25)$$

where the standard deviation is given by,

$$S(x_i) = \sqrt{<\psi(x_i)^2>} \quad (5.26)$$

The TOPEX/Poseidon data suggest that the assumption of a homogeneous cor-
rrelation is a good approximation (see Section 3.4; the area along the Gulf stream has
much larger variability than the area away from it, so the covariance is also larger,
but it seems homogeneous after the normalization by the standard deviation prod-
uct. The data suggests also that the correlation is approximately isotropic, but not
completely (Section 3.4. The effect that the anisotropy has in the vorticity flux will
be explored.

When the covariance expression from 5.25 is substituted on the velocity covariance,
5.24, it results in,

$$< u_i, \bar{u}_j > = \epsilon_{i\bar{m}}\epsilon_{j\bar{n}} \left[ \frac{\partial S}{\partial x_m} \frac{\partial \tilde{S}}{\partial x_n} f(r_i) + \frac{\partial S}{\partial x_m} \tilde{S} \frac{\partial f(r_i)}{\partial x_n} + S \frac{\partial \tilde{S}}{\partial x_n} \frac{\partial f(r_i)}{\partial x_m} + \tilde{S} \frac{\partial^2 f(r_i)}{\partial x_m \partial x_n} \right]. \quad (5.27)$$

The distance between the two points where the stream function is measured can be
made as small as possible to find the velocity covariance at one point. The limit when
$r \to 0$ will be applied, but first we will transform the derivatives of the correlation on
$x$ and $\bar{x}$ in derivates on $r$. Note that since $r_i = \bar{x}_i - x_i$,

$$\frac{\partial f}{\partial x_m} = \frac{\partial f}{\partial r_m} \frac{\partial r_m}{\partial \bar{x}_i} = \frac{\partial f}{\partial r_m}, \quad \frac{\partial f}{\partial x_i} = \frac{\partial f}{\partial r_i} \frac{\partial r_i}{\partial x_i} = -\frac{\partial f}{\partial r_i}.$$
then the covariance at one point takes the form,

$$\lim_{r \to 0} u_i, u_j = \epsilon_{im} \epsilon_{jn} \left[ \frac{\partial S}{\partial x_m} \frac{\partial S}{\partial x_n} f(0) + \frac{\partial S}{\partial x_m} \frac{\partial f(0)}{\partial x_n} - \frac{\partial S}{\partial x_n} \frac{\partial f(0)}{\partial x_m} - S \frac{\partial^2 f(0)}{\partial x_m \partial x_n} \right].$$

(5.28)

Now that the velocity covariance has been expressed in terms of the stream function correlation and standard deviation in the quasigeostrophic approximation, an adequate mathematical representation of the correlation and standard deviation for the Gulf Stream area is sought, so that the eddy vorticity flux divergence can be computed. It will also be needed to find the expression of their derivatives in order to substitute them in Equation 5.28.

The altimetry data suggests that the correlation function can be modelled by the product of a gaussian function and a sinusoid, (Section 3.4, where Equation 3.16 is rewritten here)

$$f(r_\parallel) = e^{-A_1 r_\parallel^2 + A_2 r_\parallel^4 + A_3 r_\parallel^6} \cos \left( \sqrt{\beta} B_1 r_\parallel + B_2 r_\parallel^2 + B_3 r_\parallel^4 \right).$$

The first derivative of the correlation on one component of \( r \) is

$$\frac{\partial f}{\partial r_m} = - \left\{ \cos(\sqrt{\beta}) \left( 2A_m r_m + A_3 r_\parallel r_m \right) + \frac{\sin(\sqrt{\beta})}{\sqrt{\beta}} \left( B_m r_m + \frac{1}{2} B_3 r_\parallel r_m \right) \right\} e^{-\alpha}, \quad (5.29)$$

where \( m = 3 - m \), and

$$\alpha = A_1 r_1^2 + A_2 r_2^4 + A_3 r_1 r_2,$$
$$\beta = B_1 r_1^2 + B_2 r_2^4 + B_3 r_1 r_2.$$

have been defined for the clarity in the notation.

The second derivative of the correlation with respect to, either the same component of \( r \) or the other one, is

$$\frac{\partial^2 f}{\partial r_m \partial r_n} = - \left\{ (2A_m r_m + A_3 r_\parallel) \frac{\partial}{\partial x_n} \cos(\sqrt{\beta}) + \cos(\sqrt{\beta}) \frac{\partial}{\partial x_n} (2A_m r_m + A_3 r_\parallel) \right\} e^{-\alpha}$$

$$+ \left\{ (B_m r_m + \frac{1}{2} B_3 r_\parallel) \frac{\partial}{\partial x_n} \frac{\sin(\sqrt{\beta})}{\sqrt{\beta}} + \frac{\sin(\sqrt{\beta})}{\sqrt{\beta}} \frac{\partial}{\partial x_n} (B_m r_m + \frac{1}{2} B_3 r_\parallel) \right\} e^{-\alpha}$$

$$+ \frac{\partial \alpha}{\partial x_n} \left\{ \cos(\sqrt{\beta}) (2A_m r_m + A_3 r_\parallel) + \frac{\sin(\sqrt{\beta})}{\sqrt{\beta}} \left( B_m r_m + \frac{1}{2} B_3 r_\parallel \right) \right\} e^{-\alpha},$$
where \( \hat{n} = 3 - n \). We now write explicitly the derivatives and regroup into similar terms,

\[
\frac{\partial^2 f}{\partial r_m \partial r_n} = \left\{ \left( \frac{\sin(\sqrt{\beta})}{\sqrt{\beta}} \right) \left( B_m r_m + \frac{1}{2} B_3 r_\hat{m} \right) + \cos(\sqrt{\beta}) \left( 2A_m r_m + A_3 r_\hat{n} \right) \right\} e^{-\alpha}
\]

\[
- \left\{ \left( \frac{\sin(\sqrt{\beta})}{\sqrt{\beta}} \right) \left( B_m \delta_{mn} + \frac{1}{2} B_3 (\delta_{mn} - 1) \right) + \cos(\sqrt{\beta}) \left( 2A_m \delta_{mn} + A_3 (\delta_{mn} - 1) \right) \right\} e^{-\alpha}
\]

\[
- \left\{ \left( \cos(\sqrt{\beta}) - \frac{\sin(\sqrt{\beta})}{\sqrt{\beta}} \right) \left( B_m r_m + \frac{1}{2} B_3 r_\hat{m} \right) \right\} e^{-\alpha}
\]

\[
+ \left\{ \frac{\sin(\sqrt{\beta})}{\sqrt{\beta}} \right\} \left( 2A_m r_m + A_3 r_\hat{n} \right) \left( B_m r_m + \frac{1}{2} B_3 r_\hat{m} \right) e^{-\alpha}
\]

(5.30)

We apply the limit when \( r \to 0 \) to the Equations 5.29, 5.29, and 5.30 so they can be substituted on Equation 5.28. Note that

\[
\lim_{r \to 0} \frac{\sin(\sqrt{\beta})}{\sqrt{\beta}} = \lim_{r \to 0} \operatorname{sinc}(\sqrt{\beta}) = 1,
\]

\[
\lim_{r \to 0} \cos(\sqrt{\beta}) = \lim_{r \to 0} e^{-\alpha} = 1,
\]

\[
\lim_{r \to 0} \frac{r_i r_j}{\beta} = 0,
\]

so we get

\[
\lim_{r \to 0} f(r_i) = 1,
\]

\[
\lim_{r \to 0} \frac{\partial f}{\partial r_m} = 0,
\]

\[
\lim_{r \to 0} \frac{\partial^2 f}{\partial r_m \partial r_n} = - (2A_m + B_m) \delta_{mn} - \left( A_3 + \frac{1}{2} B_3 \right) (\delta_{mn} - 1).
\]

(5.31)

With the aid of the first two expressions in 5.31, the velocity covariance taken at one point, Equation 5.28, can be written as,

\[
< u_i, u_j > = \varepsilon_{i3m} \varepsilon_{j3n} \left[ \frac{\partial S}{\partial x_m} \frac{\partial S}{\partial x_n} - \delta^2 \frac{\partial^2 f(0)}{\partial x_m \partial x_n} \right].
\]

(5.32)

This expression can be used to get the divergence of the eddy vorticity flux by substituting in Equation 5.22, which I rewrite here for convenience:

\[
\frac{\partial}{\partial x_i} \bar{u}_i' \hat{\zeta}' = \frac{\partial^2}{\partial x_1^2} u_1' u_2' - \frac{\partial^2}{\partial x_2^2} u_1' u_2' + \frac{\partial^2}{\partial x_1 \partial x_2} \left( u_2' u_2' - u_1' u_1' \right).
\]

88
I will be explicit with the algebra; each term is expanded.

a) The first two terms on the right side,

\[
\frac{\partial^2}{\partial x_1^2} <u'_1, u'_2> - \frac{\partial^2}{\partial x_2^2} <u'_1, u'_2> = -\frac{\partial S}{\partial x_2} \frac{\partial^3 S}{\partial x_1^3} - 2 \frac{\partial^2 S}{\partial x_1^2 \partial x_1 \partial x_2} + 2 \frac{\partial S}{\partial x_2} \frac{\partial^3 S}{\partial x_1^3 \partial x_2} + \frac{\partial S}{\partial x_2} \frac{\partial^3 S}{\partial x_1^3 \partial x_2} + \frac{\partial S}{\partial x_2} \frac{\partial^3 S}{\partial x_1 \partial x_2^2} + \frac{\partial S}{\partial x_2} \frac{\partial^3 S}{\partial x_1 \partial x_2^2} + \left( \frac{\partial^2 S^2}{\partial x_1^2} - \frac{\partial^2 S^2}{\partial x_2^2} \right) \frac{\partial^2 f(0)}{\partial x_1 \partial x_2}.
\]

b) The last term on the right side becomes,

\[
\frac{\partial^2}{\partial x_1 \partial x_2} (<u'_2, u'_2> - <u'_1, u'_1>) = 2 \frac{\partial^2 S}{\partial x_1^2 \partial x_1 \partial x_2} + 2 \frac{\partial S}{\partial x_1} \frac{\partial^3 S}{\partial x_1^3 \partial x_2} = 2 \frac{\partial^2 S}{\partial x_1^2 \partial x_1 \partial x_2} - 2 \frac{\partial S}{\partial x_2} \frac{\partial^3 S}{\partial x_1 \partial x_2^2} + 2 \left( \frac{\partial^2 f(0)}{\partial x_2^2} - \frac{\partial^2 f(0)}{\partial x_1^2} \right) \frac{\partial S}{\partial x_1} \frac{\partial S}{\partial x_2} + \frac{\partial S}{\partial x_2} \frac{\partial^3 S}{\partial x_1^3 \partial x_2}.
\]

The expression for the eddy vorticity flux is found by adding the two previous equalities,

\[
\frac{\partial}{\partial x_i} <u'_i, \zeta'> = \frac{\partial S}{\partial x_1} \nabla^2 \left( \frac{\partial S}{\partial x_2} \right) - \frac{\partial S}{\partial x_2} \nabla^2 \left( \frac{\partial S}{\partial x_1} \right) + \frac{\partial^2 (S^2)}{\partial x_1 \partial x_2} \left( \frac{\partial^2 f(0)}{\partial x_1^2} - \frac{\partial^2 f(0)}{\partial x_2^2} \right) + \left( \frac{\partial^2 (S^2)}{\partial x_1^2} - \frac{\partial^2 (S^2)}{\partial x_2^2} \right) \frac{\partial^2 f(0)}{\partial x_1 \partial x_2}.
\]

The expression for the derivatives of \( f \) can be substituted from Equation 5.31,

\[
\frac{\partial}{\partial x_i} <u'_i, \zeta'> = \frac{\partial S}{\partial x_1} \nabla^2 \left( \frac{\partial S}{\partial x_2} \right) - \frac{\partial S}{\partial x_2} \nabla^2 \left( \frac{\partial S}{\partial x_1} \right) + \frac{\partial^2 (S^2)}{\partial x_1 \partial x_2} \left[ 2 (A_1 - A_2) + B_1 - B_2 \right] - \left( A_3 + \frac{1}{2} B_3 \right) \left( \frac{\partial^2 (S^2)}{\partial x_1^2} - \frac{\partial^2 (S^2)}{\partial x_2^2} \right).
\]

The last terms vanish for the isotropic case since \( A_1 = A_2, B_1 = B_2 \), and \( A_3 = B_3 = 0 \).

For the more general case, the anisotropy contributes through,

\[
\frac{\partial^2 (S^2)}{\partial x_1 \partial x_2} \left[ 2 (A_1 - A_2) + B_1 - B_2 \right] - \left( A_3 + \frac{1}{2} B_3 \right) \left( \frac{\partial^2 (S^2)}{\partial x_1^2} - \frac{\partial^2 (S^2)}{\partial x_2^2} \right).
\]

(5.35)
These terms might cancel for particular values of $A_i$ and $B_i$, but in general there is a contribution to the eddy vorticity flux by the anisotropy.

To explore what consequences the anisotropy might produce in the vorticity balance, the anisotropic case will be compared with the isotropic case developed by Hogg (1993).

5.2 Vorticity Balance for the Gulf Stream Region

Here, the quasigeostrophic time averaged vorticity equation (Equation 5.18) is developed for the Gulf Stream geometry. The eddy vorticity flux in terms of the stream function’s statistics, (Equation 5.34), when the correlation is modelled as the product of a gaussian function times a cosine (Equation 5.29), is used to compute the vorticity balance. The majority of this was done by Hogg (1993).

Observations suggest that recirculation gyres near the Gulf Stream are barotropic (Schmitz, 1980, Hogg et al., 1986). If they are assumed to be so, but superimposed on a baroclinic zonal jet, the time averaged vorticity Equation 5.18 can be integrated in the vertical from the bottom $x_3 = -D(x_i)$ to the surface, $x_3 = 0$,

$$U_i \int_{-D}^{0} \frac{\partial \xi}{\partial x_i} dx_3 + U_2 \beta D = \int_{-D}^{0} \frac{\partial u_i \xi}{\partial x_i}$$  \hspace{1cm} (5.36)

where barotropic velocity is defined,

$$U_i = \frac{1}{D} \int_{-D}^{0} u_i dx_3.$$  \hspace{1cm} (5.37)

Hogg (1993) simplifies further the expression by examining the current meter data from the SYNOP (Synoptic Ocean Prediction Experiment) mooring array located between $36^\circ$-$42^\circ$N, and east of $55^\circ$W from 1987 to 1989. The relative vorticity of the time mean flow is smaller than the planetary and topography induced vorticities. It is also found that the meridional gradient of the relative vorticity is always positive, and that the topography slopes upwards towards the north enhancing $\beta$. He defines
an effective $\beta$, $\beta^* = 4 \times 10^{-11} s^{-1} m^{-1}$ that sums all this contributions to the vorticity balance. At the end he gets a modified Sverdrup balance for the mean flow,

$$\beta^* V = -\frac{1}{D} \int_{-D}^{0} \frac{\partial}{\partial x_i} \zeta_i dz,$$

where for clarity $V = U_2, x_3 = z$. The depth-averaged meridional flow is forced by the divergence of the eddy relative vorticity flux, which can be estimated by the correlation and standard deviation of the stream function as we have seen. With the aid of Equation 5.34, and expressing the zonal velocity in term of the stream function, the modified Sverdrup balance is written as

$$\beta^* \frac{\partial \psi}{\partial x_1} = -\frac{1}{D} \int_{-D}^{0} \nabla \left\{ \frac{\partial S}{\partial x_1} \nabla^2 \left( \frac{\partial S}{\partial x_2} \right) - \frac{\partial S}{\partial x_2} \nabla^2 \left( \frac{\partial S}{\partial x_1} \right) \right\} dz$$

(5.39)

$$-\frac{1}{D} \int_{-D}^{0} \left\{ \frac{\partial^2 (S^2)}{\partial x_1 \partial x_2} \left[ 2(A_1 - A_2) + B_1 - B_2 \right] \right\} dz$$

$$+\frac{1}{D} \int_{-D}^{0} \left\{ \left( A_3 + \frac{1}{2} B_3 \right) \left( \frac{\partial^2 (S^2)}{\partial x_1^2} - \frac{\partial^2 (S^2)}{\partial x_2^2} \right) \right\} dz.$$

From the stream function standard deviation distribution, Figure 5-1, it can be seen that its meridional scale is much smaller than the zonal one. The following approximations can be made,

$$\nabla^2 S \approx \frac{\partial^2 S}{\partial x_2^2},$$

(5.40)

$$\frac{\partial^2 (S^2)}{\partial x_1^2} - \frac{\partial^2 (S^2)}{\partial x_2^2} \approx -\frac{\partial^2 (S^2)}{\partial x_2^2}$$

(5.41)

It will also be assumed that the horizontal scales of the correlation are of the same magnitude as the meridional scale of the standard deviation. Equation 5.39 becomes,

$$\beta^* \frac{\partial \psi}{\partial x_1} = -\frac{1}{D} \int_{-D}^{0} \left( \frac{\partial S}{\partial x_1} \frac{\partial^3 S}{\partial x_2^3} - \frac{\partial S}{\partial x_2} \frac{\partial^3 S}{\partial x_1 \partial x_2^2} + \frac{\partial^2 (S^2)}{\partial x_1 \partial x_2} \left[ 2(A_1 - A_2) + B_1 - B_2 \right] \right) dz$$

$$-\frac{1}{D} \int_{-D}^{0} \left( A_3 + \frac{1}{2} B_3 \right) \frac{\partial^2 (S^2)}{\partial x_2^2} dz.$$

(5.42)

An integration in the meridional direction is needed to evaluate the stream function. A simple analytical expression was obtained for the isotropic case by Hogg
The same development can be done for the case in which $A_m, B_m \neq 0$, for $m = 1:2$, and $A_3 = B_3 = 0$. This case will be done for clarity, and a numerical integration will be done for the more general case in which $A_3$ and $B_3 \neq 0$.

5.2.1 Anisotropy Oriented Zonally or Meridionally

For the case in which the anisotropy is present only in the zonal or meridional direction ($A_i, B_i \neq 0, i = 1:2$, but $A_3 = B_3 = 0$) an integration in the zonal direction can be performed on Equation 5.42 assuming the stream function’s standard derivation can be separated, following Hogg (1993), into

$$S(x_1, x_2) = G(x_1)(x_2). \quad (5.43)$$

If this expression is substituted into 5.42,

$$\frac{\partial \psi}{\partial x_1} = \frac{1}{2D} \int_{-D}^{0} \left( \frac{\partial G^2}{\partial x_1} \left[ H \frac{\partial^3 H}{\partial x_2^3} - \frac{\partial H}{\partial x_2} \frac{\partial^2 H}{\partial x_2^2} + 2 \frac{\partial H^2}{\partial x_2} [2 (A_1 - A_2) + B_1 - B_2] \right] \right) \, dz, \quad (5.44)$$

which can be integrated in the zonal direction to obtain an expression for the component of the time averaged stream function produced by the eddy vorticity flux,

$$\psi = \frac{1}{2D \beta^*} \int_{-D}^{0} \left( S \frac{\partial^3 S}{\partial x_2^3} - \frac{\partial S}{\partial x_2} \frac{\partial^2 S}{\partial x_2^2} + 2 \frac{\partial S^2}{\partial x_2} \left[ 2 (A_1 - A_2) + B_1 - B_2 \right] \right) \, dz. \quad (5.45)$$

The altimetry data suggests that the stream function’s standard deviation can be approximated by a gaussian function,

$$S = Ae^{-(c_1 x_1^2 + c_2 x_2^2)} . \quad (5.46)$$

Figure 5-1 shows the contours for the stream function’s standard deviation computed from the altimetric data (a) and the analytical given by expression 5.46 with the parameters, $A = 45000 m^{-2} s^{-1}, c_1 = 4 \times 10^{-13} m^{-2}$, and $c_2 = 1.8 \times 10^{11} m^{-2}$. It seems that the analytical standard deviation reproduces the general characteristics of the one derived from the satellite’s data. There is a small positive tilt in the altimetric
contours which are not found in the analytical ones. The simple expression will be
kept for the moment, a further analysis needs to be done to see the effects of the
small tilt.

Note that $C_1 \ll C_2$, an approximation that made in expression 5.40. Equation
5.45 becomes, after substituting the stream function's standard deviation formula,
\[ \psi = -\frac{4C_2}{\beta^*} x_2 s^2 (C_2 + 2(A_1 - A_2) + B_1 - B_2). \] (5.47)

Hoggs (1993) result is recovered for the isotropic case, in which $A_1 = A_2, B_1 = B_2$.
Figure 5-2 (a) shows the transport associated with the streamfunction when a $4 km$
depth is used and the parameters are, $A_1 = A_2, B_1 = B_2, A_3 = B_3 = 0$. The actual
values of the parameters $A_i, i = 1 : 2$ do not matter since the mean stream function
forced by the eddy vorticity flux depends only on the stream function standard de-
viation. The eddy field drives two recirculation gyres, a cyclonic to the north and
anticyclonic to the south, with a maximum transport of near $20 Sv$, consistent with
Hogg's (1993) results.

The effect of the anisotropy in the zonal or meridional direction can be analyzed
using the parameters of the stream function correlation found in sections 3.4 for
the satellite data and Section 4.3 for the numerical simulation. The anisotropic
term is different from the isotropic by the coefficients $C_2$, for the first one, and
$2(A_1 - A_2) + B_1 - B_2$ for the latter (Equation 5.47). Figure 5-2 (b) show the
component of the anisotropy in the zonal and meridional direction with the pa-
rameters for the area $g_2$ of the TOPEX/Poseidon analysis obtained in section 3.4:
$A_1 = 2.9 \times 10^{-11} m^{-2}, A_2 = 3 \times 10^{-11} m^{-2}, B_1 = 12 \times 10^{-11} m^{-2}, B_2 = 10 \times 10^{-11} m^{-2},$ and
$A_3 = B_3 = 0$. The anisotropy in the meridional and zonal direction does not
seem to be large since $A_1/A_2 = 0.94 \neq 1$ and $B_1/B_2 = 1.2$; however, its contri-
bution is very similar to that of the isotropic component, $C_2 = 1.8 \times 10^{-11} m^{-2}$ and
$2(A_1 - A_2) + B_1 - B_2 = 1.5 \times 10^{-11} m^{-2}$.

The value $2(A_1 - A_2) + B_1 - B_2$ can cancel for anisotropic cases in which $A_1 \neq
A_2, B_1 \neq B_2$, but $2(A_1 - A_2) = B_2 - B_1$. The area $f_1$ of the numerical model is
Figure 5-1: Stream function's standard deviation from a) TOPEX/Poseidon data and b) the analytic form. Contours above $25000cm^2s^{-1}$
Figure 5-2: transport in sverdrups ($1 \times 10^6 m^3 s^{-1}$) forced by the eddy vorticity flux when the stream function correlation of the bin g2 of the TOPEX/Poseidon is used. The isotropic component (a), component for anisotropy in meridional or zonal direction (b), and the diagonal anisotropy component (c).
more anisotropic than TOPEX/Poseidon g2, but its contribution is smaller. The parameters for the area f1 of the numerical simulation are $A_1 = 1.4 \times 10^{-11} \text{m}^{-2}$, $A_2 = 3 \times 10^{-11} \text{m}^{-2}$, $A_3 = -0.7 \times 10^{-11} \text{m}^{-2}$, $B_1 = 11 \times 10^{-11} \text{m}^{-2}$, $B_2 = 7 \times 10^{-11} \text{m}^{-2}$, and $B_3 = 3.4 \times 10^{-11} \text{m}^{-2}$ (see Section 4.3), but $A_3 = B_3 = 0$ are considered in this section. The parameters are not that different from the area g2 of TOPEX/Poseidon, but they indicate that the correlation is more anisotropic, as can be seen by the ratios $A_1/A_2 = 0.46$ and $B_1/B_2 = 1.53$. Even though the f1 area is more anisotropic, its value $2(A_1 - A_2) + B_1 - B_2 = 7.3 \times 10^{-11}$ is half the value than for TOPEX/Poseidon area g2. Figure 5-3 shows the isotropic and anisotropic components of the transport induced by the eddy vorticity flux. Not surprisingly, the anisotropic component is smaller than the satellite g2 isotropic component despite of being more anisotropic.

5.2.2 Diagonal Anisotropy.

The diagonal anisotropy is included by letting $A_3, B_3 \neq 0$. In this case a numerical integration is needed since it cannot be done analytically.

The least squares fit for the TOPEX/Poseidon g2 area results in $A_3 = -0.2 \times 10^{-11} \text{m}^{-2}$, $B_3 = 3.3 \times 10^{-11} \text{km}^{-2}$. Figure 5-2 (c) shows the result of the integration of the anisotropy in the diagonal term, which yields streamlines that do not close and transports in excess of 300 Sv. This has not been observed near the Gulf Stream and it points out to an error in the assumption made, that the correlations are homogeneous. A similar result is obtained for the f1 area of the numerical model, which has $A_3 = -0.7 \times 10^{-11} \text{m}^{-2}$, $B_3 = 3.4 \times 10^{-11} \text{km}^{-2}$. Figure 5-3 (c) shows again open streamlines with maximum transport greater than 600 Sv.

The expression that is integrated in the meridional direction is an even function, which accounts for the open streamlines. From Equation 5.42 and expression 5.46,

$$\frac{\partial^2 (S^2)}{\partial x_2^2} \left( A_3 + \frac{1}{2} B_3 \right) = 16 C_2^2 x_2^2 S^2 \left( A_3 + \frac{1}{2} B_3 \right) + 4 C_2 S^2 \left( A_3 + \frac{1}{2} B_3 \right), \quad (5.48)$$
Figure 5-3: transport in sverdrups \((1 \times 10^6 m^3 s^{-1})\) forced by the eddy vorticity flux when the stream function correlation of the bin f1 of the numerical simulation is used. The isotropic component (a), component for anisotropy in meridional or zonal direction (b), and the diagonal anisotropy component (c).
while the expression for the isotropic case, which is odd, produces closed contours,
\[
\frac{\partial S}{\partial x_1} \frac{\partial^3 S}{\partial x_2^3} - \frac{\partial S}{\partial x_2} \frac{\partial^3 S}{\partial x_1^3 \partial x_2^2} = 16C_2^2x_2S^2C_1x_1.
\] (5.49)

It has been assumed that the correlation function is homogeneous. It could be
that this assumption is not satisfied and that small inhomogeneities prevent the use
of one stream function correlation for the whole domain. What is evident, is that
small anisotropy can change largely the associated transport.

## 5.3 Chapter Summary

The stream function is defined in terms of the sea surface height when the flow is
considered horizontally non-divergent and homogeneous. The eddy vorticity flux can
then be expressed in terms of the stream function standard deviation and correlation
function.

The standard deviation is approximated by a gaussian function. The correlation
function of the stream function is approximated mathematically by the product of a
cosine and a gaussian function in chapters 3 and 4. The parameters of the mathemat-
ical expression are found by fitting to the correlation function by a nonlinear least
squares formulation (MATLAB).

The eddy vorticity flux depends entirely on the stream function standard deviation
when the stream function correlation is isotropic. The eddy kinetic flux found from
the inferred standard deviation drives two recirculation gyres, cyclonic to the north
of the Gulf Stream axis and anticyclonic to the south, with a maximum transport
close to 20Sv.

The eddy vorticity flux changes by the same order of magnitude when the correla-
tion function of the stream function is anisotropic in the zonal or meridional direction.
In this case, the eddy vorticity flux is a function of the stream function standard de-
viation and correlation function. It is found that small anisotropies have a big impact
on the circulation. A modest anisotropic example produced two recirculation gyres very similar to the isotropic case.

The method for computing the eddy vorticity flux breaks down when the anisotropy in the diagonal direction, assuming it is homogeneous, is included. Open contours of the stream function with associated transports in the order of $600 Sv$ are found. This suggest that the homogeneous assumption needs to be revised, and that the anisotropy, even when small, has a large impact on the eddy vorticity fluxes.
Chapter 6

Discussion and Conclusion

Comparison between the eddy kinetic energy and sea surface height correlation from an eddy resolving numerical simulation and from the same data set subsampled along TOPEX/Poseidon groundtracks, suggest that the satellite resolves acceptably the general features of the eddy kinetic energy and the sea surface height correlation. The assumption of velocity isotropy is not needed for the computation of the eddy kinetic energy from the sea surface height. The velocity components are found at the satellite groundtrack crossovers. The resolution thus obtained does not resolve completely all the features of the eddy kinetic energy field and can underestimate it magnitude, nevertheless, the general shape and magnitude are well resolved.

The eddy field mean flow interaction is studied near the Gulf Stream by analyzing the eddy vorticity flux in the quasigeostrophic framework by means of satellite altimetry and an eddy resolving numerical simulation. The eddy vorticity flux is expressed in terms of the stream function standard deviation and correlation function (Hogg, 1993). The stream function is defined in terms of the sea surface height measured by the satellite, or form the numerical simulation, assuming the flow is homogeneous, in near geostrophic balance, and hydrostatic.

The streamfunction’s standard deviation is modelled as a gaussian function based
in the map constructed with the satellite data

\[ S = e^{-(C_1x_1^2 + C_2x_2^2)}. \]

The altimetric stream function correlation is similar to the model stream function correlation, and does not follow a gaussian distribution. Negative values are present at 100 - 300km from the origin. The stream function correlation is modelled herein as

\[ C_M = e^{-(A_1r_1^2 + A_2r_2^2 + A_3r_1^2r_2)\cos\left(\sqrt{B_1r_1^2 + B_2r_2^2 + B_3r_1^2r_2}\right)}. \]

The parameters are found by fitting the function to the stream function correlation of the data by nonlinear least squares. The correlations are roughly homogeneous and close to isotropic. The computation of the eddy vorticity flux show that the small deviations from the homogeneous and isotropic case are important.

Two recirculation gyres are found near the Gulf Stream Extension for the isotropic case, consistent with Hogg (1993). The gyres, a cyclonic to the north of the current’s axis and cyclonic to the south, have a maximum transport of around 20Sv. The eddy potential vorticity flux depends entirely on the stream function standard deviation and its spatial derivatives.

The anisotropy in the meridional or zonal direction can modify the circulation induced by the eddy vorticity flux. In one analyzed case, the anisotropy was found to drive two recirculation gyres similar in strength and position to the isotropic case. The eddy potential vorticity flux depends in this case of the stream function standard deviation, the streamfunction correlation function and their spatial derivatives, although, the correlation can be anisotropic in the meridional or zonal direction and have no contribution to the eddy vorticity flux. A necessary condition for the anisotropy to have any effect is \(2(A_1 - A_2) + B_1 - B_2 \neq 0\). This anisotropic contribution is different from the isotropic case by the coefficient \(2(A_1 - A_2) + B_1 - B_2\) instead of \(C_1\). Small departures from isotropy that have \(2(A_1 - A_2) + B_1 - B_2\) of the same order of magnitude as \(C_1\), have a large impact on the eddy vorticity flux.
Anisotropy in the diagonal direction is not successfully modelled. Stream line contours that do not close on themselves and high transports (> 600Sv) are found when the diagonal anisotropy is included. The stream function correlation is assumed homogeneous. The small inhomogeneity, neglected in this study, could prove to be important and be responsible for the error in the eddy vorticity flux calculation when diagonal anisotropy is included.
Appendix A

Orbit Error.

A detailed explanation of the orbit error follows because it was thought at one point to be of particular importance in the present work.

The orbit error is defined as the error in the radial component of the orbit ephemerides (Cutting et al. 1978). For the first altimetric missions, this error was about 1.5m (Seasat), and was produced by the inaccuracy of the gravity models and problems with the tracking systems (Marsh and Williamson, 1980). Mayor improvements have been achieved for TOPEX/Poseidon, reducing the orbit error to 2 cm (Lu & Cazenave, 2001) and rendering the gravity model and tracking system to a less important role (Tapley et al. 1994). Some authors consider that the orbit error has been reduced to the level where corrections are no longer required (Lu and Cazenave, 2001) while others consider that despite the improvements, even the orbit error as small as in TOPEX/Poseidon can adversely affect certain altimeter applications (Marshall et al. 1995); in the present work, for example, along-track correlations that are never significantly different from zero have been found, which were thought to be explained by the orbit error (Tai, personal communication, 2000).

There have been many different attempts to remove the orbit error from the altimetric data. Most of the orbit error power manifests itself as a time dependent long-scale function with predominant spectral peak at 1 cycle-per-revolution (1cpr,
equivalent to the earth's circumference, 40000km) (Marsh and Williamson, 1980). With this in mind, the first attempts to remove the orbit error consisted on adjusting a large scale function, which represented the orbit error, to along-track data segments of length much smaller than the earth's circumference. Cheney and Marsh (1983) adjusted a linear trend to 2000km length arcs to study mesoscale variability near the Gulf Stream using the collinear data of the Seasat mission.

In a method developed later, called the crossover adjustment, a long-scale function is also fitted to each along-track data. In this case, the parameters of the function are calculated by minimizing the difference in sea surface height measured by two different transects at the same point. The transects used in the calculation of the crossover difference can be of the same revolution or correspond to different revolutions (Tai, 1988). The functions that have been used are polynomials of up to second order for regional adjustments, i.e., transects much smaller than 40,000km (Gordon et al. 1983; Tai, 1989), a sinusoidal function with 40,000km wavelength (Tai, 1988) and Fourier series truncated to selected frequency (Tai and Fu, 1986; Tai and Kuhn, 1994).

The polynomial fit with cross-over adjustment not only eliminates the lcp error peak, but also affects the oceanographic signals (Tai, 1991; Tai and Wagner, 1994). A better choice for the global adjustment is the the Fourier series as it preserves better the oceanographic signals and can eliminate more of the errors (Tai and Kuhn, 1994, 1995). For a regional adjustment the polynomial or sinusoidal fit work well (Tai, personal communication, 2000). We will find below the practical difference between them and which one is more convenient.

**Sinusoidal Crossover Adjustment**

The sinusoidal crossover adjustment is set up as a least squares problem. The orbit error for each transect is represented as the sum of a sine, cosine and a constant. The difference in sea surface height due to the orbit error for each crossover is

\[
d_{ij} = [a_j \cos(2\pi t_j/T) + b_j \sin(2\pi t_j/T) + c_j] - [a_i \cos(2\pi t_i/T) + b_i \sin(2\pi t_i/T) + c_i],
\]  
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where \( i, j \) stand for the transect. This equations are to be solved by least squares; they can be written in matrix notation as,

\[
Ex + n = y, \tag{A.2}
\]

where the matrix \( E \) contains the values of the sinusoidal functions evaluated at the corresponding time (position), the vector \( x \) corresponds to the unknown values of the coefficients \( a \)'s, \( b \)'s, and \( c \)'s, the vector \( y \) stands for the crossover differences, and \( n \), usually called noise, to the crossover differences not due to the orbit error. The approach consists on minimizing the noise,

\[
J = (n^Tn) = (y - Ex)^T(y - Ex), \tag{A.3}
\]
even though the noise can contain oceanographic signals and other errors or mismatches due to time difference between the transects. The system called normal equations is obtained by differentiating (A.3) with respect to \( x \) and equating to zero,

\[
E^TEx = E^Ty, \tag{A.4}
\]
whose solution, assuming the inverse exists, is

\[
x = (E^TE)^{-1}E^Ty. \tag{A.5}
\]

Superscript \((T)\) denotes the transpose of the matrix and \((-1)\) its inverse.

The solution to Equation A.2 is not unique since there might be components of the orbit error that do not manifest themselves as sea surface height difference at the cross over. This components can not be resolved by solving for (A.2). In other words, there might be a subspace of \( x \), called the nullspace of \( E \), that satisfy \( Ex' = 0 \). The matrix \( E \) is then said to be singular and the inverse of \((E^TE)\) can not be found directly.

The non uniqueness of the solution can be removed by minimizing the solution (Tai, 1988, Tai and Kuhn, 1994). Tapered least squares and singular value decomposition (SVD) are two almost equivalent methods that provide a mean to control the
norm of the solution against that of the noise, and can therefore be used to minimize the solution and eliminate the ill-condition character of $E$ (Lawson and Hanson, 1974; Wunsch, 1996). A combination of the methods was used in this work. A description of each method follows, and the combined method is described at the end. Many texts describe both methods. I chose to follow Lawson and Hanson (1974) and Wunsch (1996).

**Singular Value Decomposition.**

Singular value decomposition (SVD) gives the solution to (A.2) as its expansion in an orthonormal spanning set. It uses singular value theory to find the spanning vectors of the range of $E$, and the expansion coefficients for $x$. A brief review is given that will help understand how it can help solve (A.2) when the matrix is singular or ill conditioned.

A square symmetric matrix can be formed from any $M \times N$ matrix as follows:

$$B = \begin{bmatrix} 0 & E^T \\ E & 0 \end{bmatrix}. \quad (A.6)$$

The singular value problem for $B$ can be written as $Bq_i = \lambda_i q_i$. Since the matrix $B$ has many zeros, it is convenient to define:

$$v_i = \begin{bmatrix} q_i \\ \vdots \\ q_{N_i} \end{bmatrix}, \quad u_i = \begin{bmatrix} q_{N+1,i} \\ \vdots \\ q_{M_i} \end{bmatrix}, \quad q_i = \begin{bmatrix} v_i \\ u_i \end{bmatrix}, \quad (A.7)$$

so $Bq_i = \lambda_i q_i$ can be separated into

$$Ev_i = \lambda_i u_i, \quad (A.8)$$

$$E^Tu_i = \lambda_i v_i. \quad (A.9)$$

This two expressions can be combined to get two independent singular problems:

$$EE^T u_i = \lambda_i^2 v_i, \quad (A.10)$$

$$E^TEv_i = \lambda_i^2 u_i. \quad (A.11)$$
for which \( u_i \) and \( v_i \) are singular vectors; each of them forms a complete orthonormal spanning set for their respective spaces (\( u_i \) for an \( M \) dimension space and \( v_i \) of \( N \) dimension). They can be used to expand \( x \), \( y \), and \( n \):

\[
x = \sum_{i=1}^{N} \alpha_i v_i, \quad y = \sum_{i=1}^{M} \beta_i u_i, \quad n = \sum_{i=1}^{M} \gamma_i u_i.
\]  
(A.12)

The value of the expansion coefficient for \( x \) need to be found to get the solution to (A.2). The value of \( y \) is known, since it is measured, and can therefore be written, \( \beta_i = u_i^T y \). Substituting on the original least square equation, (A.2),

\[
\sum_{i=1}^{N} \alpha_i E v_i + \sum_{i=1}^{M} \gamma_i u_i = \sum_{i=1}^{M} u_i^T y u.
\]  
(A.13)

In the general case, \( M \neq N \), so \( u_i \) and \( v_i \) have different dimensions; some \( \lambda_i \) need to be equal to zero for (A.8) to be consistent. In fact, \( \lambda_i \neq 0, i > \min(M, N) \). Let \( k \) be the indice up to which the singular values are different from zero. Substituting (A.8) on (A.13) with \( \lambda_i \neq 0, i \leq k \),

\[
\sum_{i=1}^{k} \alpha_i E v_i + \sum_{i=1}^{M} \gamma_i u_i = \sum_{i=1}^{M} u_i^T y u T.
\]  
(A.14)

Note that the summations have different upper limit. One of the advantages of this method is that it produces a solution even when the matrix is singular. By the orthonormality of the singular vectors we have,

\[
\alpha_i \lambda_i + \gamma_i = u_i^T y
\]  
(A.15)

We can solve for \( \alpha_i \) where \( \lambda_i \neq 0, 1 \leq i \leq k \) by setting \( u_i^T y = 0 \). This corresponds to minimize the noise norm, the same requirement for least squares,

\[
\alpha_i = \frac{u_i^T y}{\lambda_i}, \quad 1 \leq i \leq k.
\]  
(A.16)

The only solution for \( \lambda_i = 0, i > k \) is \( \gamma_i = u_i^T y \) and the corresponding \( \alpha_i \) are undetermined. The solution found is
The indeterminate $\alpha_i$'s are arbitrary and represent structures in the solution for which the equations provide no information. Because we can not find their value, it is customary to seek the simplest solution; this is done by setting $\alpha_i = 0$, $i > k$, so

$$\hat{x} = \sum_{i=1}^{k} \frac{u_i^T y}{\lambda_i} v_i + \sum_{i=k+1}^{N} \alpha_i E v_i, \quad (A.17)$$

$$\hat{y} = E \hat{x} = \sum_{i=1}^{k} u_i^T y u_i^T, \quad (A.18)$$

$$\hat{n} = E \hat{x} = \sum_{i=1}^{M} u_i^T y u_i^T. \quad (A.19)$$

The $v_i$ corresponding to $\lambda_i = 0$ are called the solution null space.

SVD is also useful when the matrix is ill-conditioned, when, despite $\lambda_i \neq 0$ is satisfied, there are some structures of the solution that can not be estimated with sufficient reliability because some $\lambda_i$ are too small. In this case, the terms corresponding to the small $\lambda_i$ are dumped into the nullspace, now called the effective nullspace, by setting those small $\lambda_i = 0$. The solution is then truncated at $k' < k < M$.

$$\hat{x} = \sum_{i=1}^{k'} \frac{u_i^T y}{\lambda_i} v_i + \sum_{i=k'+1}^{k} \alpha_i E v_i + \sum_{i=k+1}^{N} \alpha_i E v_i. \quad (A.21)$$

The truncation reduces the uncertainty but increases the nullspace contribution. It also offers a simple method for controlling the ratio between the solution and the residual norms. There are no rules to determine objectively how small a $\lambda_i$ needs to be in order to be placed in the null space.

Damped least squares.

SVD deals with singular and ill conditioned matrices by finding the spanning set for the range of $E$. Damped least squares, on the other hand, suppresses the null space by adding a positive value to the diagonal of a singular or ill conditioned matrix,
making it have an inverse. The generalized method consists of replacing the problem 
\( Ex \simeq y \) by appending additional rows and obtain,
\[
\begin{bmatrix}
E \\
F
\end{bmatrix} x \simeq \begin{bmatrix}
y \\
g
\end{bmatrix},
\]
where \( F \) is an \( l \times n \) matrix and \( g \) is an \( l \)-dimensional vector.

By appending these rows we gain control over the value of \( x \). Suppose it is desired
that \( x \) be close to a known vector \( \hat{x} \); this can be done by setting \( F = I \) and \( g = \hat{x} \)
in Equation A.22. The \textit{tapered least squares} case is obtained by setting \( g = \hat{x} = 0 \),
which expresses the preference for \( \| x \| \) to be small. The intensity of this preference
is indicated by a scaling parameter, \( \alpha^2 \), incorporated into the definition of \( F \) and \( g \)
as,
\[
F = \alpha^2 I, \\
g = \alpha^2 \hat{x}.
\]
The parameter \( \alpha^2 \) can be regarded as the inverse of the estimate of the size of the
uncertainty in \( \hat{x} \). Setting \( \alpha^2 \) to a high value causes the solution to be closer to \( \hat{x} \). The
parameter \( \alpha^2 \) is introduced so the cost function that needs to me minimized becomes:
\[
J = (Ex - y)^T (Ex - y) + \alpha^2 x^T x 
\]
The challenge in this method is to decide the value of \( \alpha^2 \) sometimes called damping
or ridge. One way for deciding on the value of \( \alpha^2 \) is by means of the Marquardt
Diagram, a plot of the magnitude of the noise, \( |n| \), against the magnitude of the
parameters, \( |x| \) (figure A-1). \( |x| \) is inversely proportional to \( \alpha^2 \), while \( |n| \) is directly
proportional. The \( \alpha \) value can be chosen such that minimizes both \( |n| \) and \( |x| \), at the
point where, increasing \( \alpha^2 \) from \( \alpha^2 \to 0 \), \( |x| \) decreases while \( |n| \) varies little.

Nothing prevents from having different uncertainties for each component of \( \hat{x} \).
This seems to make sense in the orbit error case as the ocean is not homogeneous and
Figure A-1: Marquardt diagram for Tapered Least Squares (solid line) and Singular Value Decomposition (dots).
the time lag between transects at crossovers varies among them. It seems sensible to
expect the crossover difference not due to the orbit error to be proportional to the
time lag between transects of the same cross-over and inversely proportional to the
time decorrelation scale of oceanographic process (i.e. decorrelation time scale close
to the Gulf Stream is shorter than away from it). A matrix $S$ can be defined to be
used instead of $\alpha^2$ so that the cost function to be minimized becomes:

$$J = (Ex - y)^T(Ex - y) + S^{-1}x^Tx,$$

(A.24)

whose solution is,

$$\hat{x} = (ETE + S^{-1})^{-1}ETy.$$  

(A.25)

The particular case in which $S^{-1} = \alpha^2I$ corresponds to the tapered least squares.
In this case, when enough information regarding the solution is at hand, such that
its second moment, $R_{xx}$, is known, then $S = R_{xx}$ can be chosen.

The value of the subrank is obtained with the Marquard Diagram for both, SVD and
TLS. The Marquardt Diagram is formed by varying the subrank for SVD and
the taperer for TLS. The resulting magnitude of the noise, $|n|$, is plotted against
the magnitude of the solution, $|x|$. The point that minimizes both, $|n|$ and $|x|$ is
selected. In order to do this automatically in an objective manner, I use the slope of
the diagram as a criterion for selecting such point. The TLS curve can be made as
continuous as needed, there is significant control on the value of $\alpha^2$, making the use of
the slope is possible. The SVD curve is not continuous and its shape is predetermined
by the value of the singular values; in Figure A-1, the points represent the SVD points
while the continuous line represents the TLS curve. The slope criterion is not feasible.
I chose to select the point on the TLS curve where the gradient is closest to -0.001,
and find the nearest point of the SVD and its corresponding subrank. The process is
repeated for each time realization.
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