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ABSTRACT

The Lagrangian motion in the eddy field produced from an unstable retrograde jet along the shelf break is studied from idealized numerical experiments with a primitive equation model. The jet is initially in thermal wind balance with a cross-isobath density gradient and is not subjected to any atmospheric forcing. Over the course of the model integration, the jet becomes unstable and produces a quasi-stationary eddy field over a 2-month period. During this period, the cross-slope flow at the shelf break is characterized by along-slope correlation scales of $O(10)$ km and temporal correlation scales of a few days. The relative dispersion of parcels across isobaths is found to increase with time as $t^b$, where $1 < b < 2$. This mixed diffusive– ballistic regime appears to reflect the combined effects of (i) the short length scales of velocity correlation at the shelf break and (ii) the seaward excursion of monopolar and dipolar vortices. Cross-slope dispersion is greater offshore of the front than inshore of the front, as offshore parcels are both subducted onshore below density surfaces and translated offshore with eddies. Nonetheless, the exchange of parcels across the jet remains very limited on the monthly time scale. Particles originating from the bottom experience upward displacements of a few tens of meters and seaward displacements of $O(100)$ km, suggesting that the eddy activity engendered by an unstable along-slope jet provides another mechanism for bottom boundary layer detachment near the shelf edge.

1. Introduction

Dynamical processes at the shelf break determine the exchange of material and energy between the continental shelf and the continental slope (for reviews, see Huthnance 1995; Brink 2016b). These processes are of paramount importance to a variety of oceanographic phenomena, such as the maintenance of the freshwater balance of the shelf region, the fate of pollutants discharged into the coastal zone, and the offshore export of dissolved substances and solid particles from the shelf. The shelf break is often the site of significant gradients of temperature and salinity in the cross-isobath direction, reflecting the different properties of shelf and slope waters. If the resulting density gradient is large enough, an along-isobath current in approximate thermal wind balance can be observed at the shelf edge. The presence of such a current suggests that dynamical conditions at the shelf edge are not particularly favorable to material transport between the shelf and slope regions, that is, motions that are conducive to material transport across the shelf break would be primarily ageostrophic.

A well-studied example of a shelfbreak front occurs in the Middle Atlantic Bight (MAB), between Cape Hatteras to the southwest and Georges Bank to the northeast. The front separates the cold and low-salinity waters of the continental shelf from the warm and high-salinity waters of the continental slope (e.g., Linder and Gawarkiewicz 1998). This partially compensated front is retrograde in the sense that the density surfaces in the frontal region tilt upward in the offshore direction, that is, in the opposite direction to the bottom slope. Linder and Gawarkiewicz (1998) depicted the mean state of the front from hydrographic data collected from off the coast of New Jersey, south of the Nantucket Shoals, and along the southern flank of Georges Bank. The near-surface density gradients were found to be strongest during the winter and weakest during the summer when the seasonal thermocline isolates much of the front from the surface. Despite the underestimation of frontal density gradients due to data averaging in time and space, the inferred geostrophic velocity field south of Nantucket was characterized by a strong baroclinic jet ($0.2–0.3 \text{ m s}^{-1}$). The core of the jet had a width estimated
to 15–20 km and was found to be located near the 150-m isobath. In a subsequent study, Frantantoni et al. (2001) analyzed a collection of highly resolved velocity sections obtained from acoustic Doppler current profiler (ADCP) deployed across the shelfbreak jet south of Nantucket over a period of 2 years. The velocity sections were averaged with respect to a translating coordinate system aligned with the jet core in order to reduce variability associated with the lateral meandering of the jet. The mean jet so constructed was found to extend to the bottom, with near-bottom velocity > 0.10 m s⁻¹, and to tilt onshore with depth. Flagg et al. (2006) analyzed 10 years of upper-ocean ADCP data collected between New York and Bermuda by the container ship Oleander. The data corrected for the effects of warm ring revealed an Eulerian mean velocity structure characterized by an along-isobath shelfbreak jet with maximum speeds of $O(0.15)\text{ m s}^{-1}$. The shelfbreak jet transport was estimated to average 0.4 Sv ($1\text{ Sv} = 10^6\text{ m}^3\text{ s}^{-1}$), with maximum values in the fall and winter. In stream coordinates, the jet had maximum speeds of 0.35 m s⁻¹, a width of ~30 km, and a vertical scale of ~50 m. The maximum Rossby number within the jet was estimated to about 0.2. More recently, Zhang et al. (2011) reported, from a temperature and salinity climatology, that the surface jet is present south of New England in all seasons but varies in strength and cross-shelf position: it is strongest (~0.12 m s⁻¹) and farthest onshore in winter, and it is weakest (~0.07 m s⁻¹) and farthest onshore in summer.

The shelfbreak front of the MAB exhibits high temporal and spatial variability. Garvine et al. (1988) combined buoy tracking, hydrographic data, and satellite thermal imagery to study variability at the shelfbreak front. A satellite thermal image for 26 May 1982 showed that small-scale eddies were present all along the front from the New York Bight apex eastward past Cape Cod and onto the margin of Georges Bank. Both cyclonic and anticyclonic eddies appeared, characterized by a typical diameter of about 40 km. Eddy-like features were always present at the front throughout the 15-day period of their investigation (June 1984). Gawarkiewicz et al. (2004) conducted repeated surveys of the shelfbreak front south of New England using a towed undulating vehicle (SeaSoar) deployed from 26 July to 1 August 1996. The frontal variability was dominated by the westward propagation of a meander with a wavelength of 40 km, a propagation speed of 0.11 m s⁻¹, and a horizontal amplitude of 15 km (30 km crest to trough). Alongfront geostrophic speeds were as large as 0.45 m s⁻¹ and showed significant alongfront variations. The relative vorticity within the frontal jet was also large, reaching up to 0.6 of the local planetary vorticity. The authors concluded that, at least during some time periods, exchange at the shelf break is non-linear (large Rossby number) and dominated by features with a horizontal scale of $O(10)\text{ km}$. In their analysis of observations made along the Oleander line, Flagg et al. (2006) reported significant interannual fluctuations in the upper-ocean temperature, salinity, and currents near the shelf edge. Todd et al. (2013) deployed gliders to document thermohaline variability over the shelf break and continental rise. They inferred horizontal scales of variability increasing from 8 to 13 km near the shelf break to about 30 km over the rise. Offshore of the shelf break, along-slope structures presented horizontal scales of 40–50 km, consistent with the wavelength of shelfbreak frontal meanders.

Evidence for material exchange across the shelf break of the MAB is available from a variety of observations. Paired measurements of salinity and oxygen isotopic composition showed that waters from the northern half of the MAB are a mixture of waters from the Scotian Shelf and the continental slope; waters from the southern half of the MAB are further influenced by river runoff (e.g., Chapman et al. 1986). Near-surface drifters released in the vicinity of Georges Bank have been shown to be detrained both onshore and offshore of the shelfbreak front, with offshore detrainment being predominant (Lozier and Gawarkiewicz 2001). The sites for offshore detrainment were distributed rather uniformly along the MAB, suggesting that local bathymetric features were not the primary conduits for cross-frontal exchange. Churchill and Gawarkiewicz (2009) presented temperature, salinity, and velocity data from a series of shipboard transects over the slope of the southern MAB. Attention was paid to a cyclonic eddy of roughly 60-km diameter and 300-m depth, which translated southward at a speed of 0.1 m s⁻¹. The eddy was found to be a mixture of waters originating from the shelf, the shelf break, and the slope, as well as from the Gulf Stream. In the upper 100 m, shelfbreak frontal water was estimated to contribute about 75% of the volume of the eddy. In his analysis of the salt budget of the MAB, Lentz (2010) concluded that the southward increase in the depth-averaged salinity of 1 psu (1000 km)⁻¹ at midshelf must be balanced by a substantial onshore flux of salt.

Several mechanisms have been proposed to explain the material exchange across the shelf break in the MAB (for short reviews, see Garvine et al. 1988; Lozier and Gawarkiewicz 2001). These include, for example,
the interaction of the frontal jet with warm core rings spawned from the Gulf Stream, surface mixed layer transport due to wind stress from synoptic weather systems, and the local instability of the current (Lozier and Gawarkiewicz 2001). The latter mechanism has received particular attention from a theoretical standpoint (e.g., Flagg and Beardsley 1978; Gawarkiewicz 1991; Lozier et al. 2002; Lozier and Reed 2005). For example, Lozier et al. (2002) considered a continuously stratified model based on the linearized primitive equations to study the frontal variability observed at the shelf break. The shelfbreak frontal jet in their model was shown to be unstable to three-dimensional (3D) perturbations over the wide parameter range derived from the observed velocity and density distributions. Perturbation growth rates of $O(1)$ day for wavelengths of 10–50 km compared favorably with observations (Garvine et al. 1988; see also Zhang and Gawarkiewicz 2015), suggesting that local baroclinic and/or barotropic instabilities are a likely source for the strong variability of the shelfbreak front.

Observational evidence for a role of baroclinic instability in the variability of the MAB shelfbreak front has been reported in the literature. Fratantoni and Pickart (2003) presented velocity records from two bottom-mounted ADCPs deployed at the shelf edge south of New England in order to characterize the mesoscale variability in the region. While the jet was found to be equatorward on average, the 18-month record was dominated by strong fluctuations at a period of near 13 days. The origin of the fluctuations was explored using local wind records, concurrent velocity data from three tall current meter moorings on the continental slope, and information about the position of the Gulf Stream front. The authors concluded that, among the mechanisms considered, the fluctuations are most likely caused by the baroclinic instability of the shelfbreak jet, although they cautioned that (i) their records differ from historical observations and (ii) existing stability models tend to oversimplify the main features of the jet. In their study of a cyclonic eddy over the slope of the southern MAB, Churchill and Gawarkiewicz (2009) concluded that the eddy developed rapidly (<3 days), consistent with eddy generation through the baroclinic instability of the shelfbreak frontal jet.

Another mechanism of material exchange across the shelf break of the MAB is the detachment and seaward export of the bottom boundary layer (BBL) near the shelf edge. Tracer release experiments with dye injected into the BBL at the foot of the shelfbreak front suggested that the flow was convergent and upward within the front (Houghton 1997; Houghton and Visbeck 1998). Likewise, convergence in the BBL and subsequent upwelling into the interior were suggested by optical data, revealing the presence of a particle-rich region at middepth, emanating from the foot of the front and extending 80 m above the bottom (Barth et al. 1998). Pickart (2000) reported from a cross-shelf section of CTD and ADCP data taken south of New England that the BBL vanishes at the shoreward edge of the front and detaches into the interior along a (nearly) isopycnal layer. Using a collection of transects across the front, Linder et al. (2004) later concluded that the isopycnal at which detachment occurs is fairly constant throughout the year. On the other hand, the vertical extent of the detached layer was estimated to vary with season, from 60–80 m in winter and spring to 20–40 m in summer, which was interpreted as reflecting a control by the strength and depth of the seasonal pycnocline. Model studies showed that the detachment of a BBL from a sloping bottom could be due to the establishment of an adverse pressure gradient along the bottom (Gawarkiewicz and Chapman 1992) or the trapping of a surface-to-bottom density front to an isobath (Chapman and Lentz 1994).

In this paper, a regional model based on the primitive equations is used to investigate the transport of material associated with the eddying flow produced from an unstable retrograde jet at the shelf break. Our goal is to study the Lagrangian motion in a fully developed eddy field, thereby complementing previous studies based on linear stability analyses (e.g., Lozier et al. 2002; Lozier and Reed 2005) and numerical models of the Eulerian circulation in the MAB (e.g., Chen and He 2010; Zhang et al. 2011; Zhang and Gawarkiewicz 2015; Benthuysen et al. 2015). From their synthesis of observations, Garvine et al. (1988) concluded that winds were light and seemed not important to shelfbreak eddies. Here an idealized model domain is considered with no atmospheric forcing in order to isolate the cross-slope transport of material induced by an unstable shelfbreak jet. We study the ability of the resulting eddy field to move fluid particles between the shelf and the deep basin at different depths, including near the bottom.

The remainder of this paper is organized as follows. In section 2, the domain and governing equations of the circulation model are briefly described together with its initial and boundary conditions. In section 3, the instability of the shelfbreak front, the evolution of kinetic and potential energies of the eddying flow, and the horizontal and temporal scales of the associated cross-slope exchange are first illustrated. The cross-slope dispersion of fluid particles in the eddy field, the chief topic of this paper, is then characterized and quantified. In section 4, our numerical results are
interpreted in terms of frontal processes. Conclusions follow in section 5.

2. Ocean model

a. Domain

The model domain is an idealized oceanic margin, comprising a continental shelf, a continental slope, and a deep basin (Fig. 1). The cross-margin coordinate $x$ varies from 0 at the coast (closed boundary) to $L_x = 400$ km offshore (open boundary). The along-margin coordinate $y$ varies from 0 to $L_y = 600$ km, where the two boundaries at $y = (0, L_y)$ are open. Although the domain is subjected to uniform rotation and the coordinate $y$ has no geographic meaning, the boundaries at $y = 0$ and $y = L_y$ are referred to below as the “southern” boundary and “northern” boundary, respectively. The vertical coordinate $z$ increases from $z = -h(x)$ at the bottom to $z = \eta(x, y, t)$ at the free surface.

The model bathymetry is given by

$$h(x) = h_s + \frac{h_d - h_s}{2} \left(1 + \tanh \frac{x - x_m}{x_s}\right),$$

where $h_s = 60$ m determines the shelf depth, $h_d = 200$ m is the depth of the basin offshore, $x_m = L_x/2 = 200$ km is the location of maximum bottom slope, and $x_s = 15$ km is the cross-margin extent of the slope (Fig. 2). For convenience, the location of maximum slope ($x = 200$ km) is referred to as the shelf break in this study. The profile in (1) approximates bathymetric measurements in the Nantucket Shoals region and has been used in idealized models of the shelfbreak jet in the MAB (Lozier et al. 2002; Lozier and Reed 2005). Although water depths along the continental slope reach much greater values in this region, the choice $h_d = 200$ m is motivated by a focus on upper-ocean dynamics and a desire to reduce computational cost.

b. Equations of motion

The ocean model used in this study is the Princeton Ocean Model (POM; the computer code applied here is pom2k.f). POM solves the free-surface primitive equations under the hydrostatic and Boussinesq approximations and in terrain-following (sigma) coordinates (Blumberg and Mellor 1987; Mellor 2002). The basic equations of motion of the model are

$$\nabla \cdot \mathbf{u} = 0,$$
\[ \frac{\partial u}{\partial t} + (u \cdot \nabla)u - fu = - \frac{1}{\rho_o} \frac{\partial p}{\partial x} + \frac{\partial}{\partial z} \left( \kappa_m \frac{\partial u}{\partial z} \right) + F_u, \]  
(2b)

\[ \frac{\partial v}{\partial t} + (u \cdot \nabla)v + fu = - \frac{1}{\rho_o} \frac{\partial p}{\partial y} + \frac{\partial}{\partial z} \left( \kappa_m \frac{\partial v}{\partial z} \right) + F_v, \]  
(2c)

\[ 0 = \frac{\partial p}{\partial z} - g, \quad \text{and} \quad (2d) \]

\[ \frac{\partial T}{\partial t} + (u \cdot \nabla)T = \frac{\partial}{\partial z} \left( \kappa_T \frac{\partial T}{\partial z} \right) + F_T. \]  
(2e)

Here the dynamical variables are the velocity \( \mathbf{u} = (u, v, w) \) with components along \( (x, y, z) \), the pressure \( p \), the density \( \rho \) (\( \rho_o \) is a reference value), and the (potential) temperature \( T \). Other quantities in (2) are the time \( t \), the horizontal gradient operator \( \nabla \), the Coriolis parameter \( f \), and the acceleration due to gravity \( g \). The vertical turbulent diffusivity \( \kappa_T \) are obtained from a turbulent closure scheme (Mellor and Yamada 1982) which involves the solution of governing equations for turbulent kinetic energy \( (q^2/2) \) and for \( q^2l \), where \( l \) is a turbulence length scale (Blumberg and Mellor 1987; Mellor 2002). The terms \( F_u, F_v, F_T \) represent horizontal processes at small (subgrid) scales and are parameterized according to Smagorinsky (1963). Equations (2) are complemented with a linear equation of state

\[ \rho = \rho_o [1 - \alpha_f (T - T_o) + \alpha_p (p - p_o)], \]  
(3)

where \( \alpha_f, \alpha_p \) are constant coefficients and \( (T_o, p_o) \) are reference values (Table 1).

The governing equations (2) are expressed in \( \sigma \) coordinates, where \( \sigma = (z - \eta)/(h + \eta) \), and are solved numerically using a "mode splitting" technique (Blumberg and Mellor 1987; Mellor 2002). This technique allows the calculation of the free surface elevation at relatively small computational cost through a separate treatment of slow motions (internal mode) and fast motions (external mode). For future reference, a quantity averaged from the bottom \( (\sigma = -1) \) to the surface \( (\sigma = 0) \) is represented with an overbar, for example, \( \bar{x} \) is the \( x \) component of the velocity for the external mode.

c. Initial conditions

The initial conditions of the model correspond to a jet in thermal wind balance along the shelf edge (Fig. 2). The initial velocity field for the internal mode is given by

\[ u = 0 \quad \text{and} \quad v = v_{jet}(x, z), \]  
(4)

where

\[ v_{jet}(x, z) = v_o \exp[ - \sigma x (x - x_m)^2 ] \exp(\sigma z). \]  
(5)

Here \( \sigma_x = 4 \ln(v_o/0.1 \text{ m s}^{-1})/x^2 \) and \( \sigma_z = \ln(v_o/0.1 \text{ m s}^{-1})/z_d \) are determined such that the 0.1 m s\(^{-1}\) isotach falls at a distance \( x_d/2 \) from the jet axis at \( x_m \) and at a depth \( z_d \) from \( z = 0 \). The jet width \( x_d \) and the jet depth \( z_d \) are set equal to 20 km and 70 m, respectively. The expression (5) with these values for \( (x_d, z_d) \) was used to represent the velocity field of the shelfbreak jet of the MAB in linear stability analyses (Lozier et al. 2002; Lozier and Reed 2005). Here, the maximum velocity of the jet is set equal to \( v_o = -0.25 \text{ m s}^{-1} \), within the observational range of the mean geostrophic velocity south of Nantucket (Linder and Gawarkiewicz 1998).

The initial velocity field for the external mode \( (\bar{u}, \bar{v}) \) is obtained from the vertical average of (4) with \( v_{jet}(x, z) \) given by (5). The initial field of surface elevation \( \eta \) is then derived geostrophically from the initial field of \( (\bar{u}, \bar{v}) \).

The initial temperature field is obtained from the integration of \( \partial T/\partial x = (f/\alpha_T g) \partial u/\partial z \) to the offshore boundary at \( x = L_x \),

\[ T(x, z) = T(L_x, z) - \frac{\sigma_z}{\sqrt{\alpha_T g}} \int_{L_x}^{x} \frac{f u}{\partial z} e^{\sigma z} \, dz. \]  
(6)
Here $\zeta = \sqrt{\sigma_z(x-x_m)}$, $\zeta_B = \sqrt{\sigma_z(L_x-x_m)}$, and the integral is evaluated from the difference between two error functions. The initial temperature at the offshore boundary is taken as

$$T(L_x,z) = T_o + \left( \frac{\partial T}{\partial z} \right)_o z,$$

with $T_o = 20^\circ C$ and $(\partial T/\partial x)_o = 0.05^\circ C \text{m}^{-1}$. The resulting vertical density distribution approximates average conditions from April to May seaward of the Nantucket Shoals (Linder and Gawarkiewicz 1998). The initial temperature field assumed in the model shows isotherms sloping upward in the offshore direction, that is, the jet is retrograde (Fig. 2).

Finally, the initial values of the turbulence variables ($q^2, q^2\ell$) are set to zero. Notice that no noise is applied to initialize the model. Thus, any instability of the modeled flow should arise, not from the amplification of perturbations that are initially prescribed, but from the fact that the initial conditions of the model are not an exact solution of the equations of motion as represented in the numerical model and supplemented by the boundary conditions described below.

**d. Boundary conditions**

The ocean model is subjected to a set of conditions at the horizontal and vertical boundaries of the domain. Different conditions are imposed at the coast, which is a closed boundary, and at the other three lateral boundaries, which are all open. Conditions imposed at the open boundaries of regional models are intended to prevent perturbations generated within the domain from reflecting at the boundaries and contaminating the interior solution. Numerous combinations of open boundary conditions have been experimented for this work. The selected set of boundary conditions is briefly described below; details about their numerical implementation can be found in Mellor (2002). For convenience, the velocity component normal (tangent) to the boundary is referred below to as $u_n$ or $\vec{u}_n$ ($u_t$ or $\vec{u}_t$).

1) **HORIZONTAL BOUNDARIES: 3D FIELDS**

Conditions of no-normal flow and no slip are specified at the coast, that is, respectively,

$$u_n = 0 \text{ and } u_t = 0 \text{ at } x = 0.$$  (8)

At the offshore, southern, and northern boundaries, the velocity normal to the boundary is calculated from a radiation condition, whereas the velocity tangent to the boundary is set to zero:

$$\frac{\partial u_t}{\partial t} + c_e \frac{\partial u_n}{\partial n} = 0 \text{ and } u_t = 0 \text{ at } x = L_x \text{ and } y = 0, L_y.$$  (9)

Here $n$ is the coordinate normal to the boundary and $c_e$ is a speed for the internal mode, derived from the water depth at the boundary and a maximum depth $h_{max}$ (Mellor 2002).

The condition on temperature is a radiation condition at all boundaries,

$$\frac{\partial T}{\partial t} + u_n \frac{\partial T}{\partial n} = 0 \text{ at } x = 0, L_x \text{ and } y = 0, L_y.$$  (10)

If $u_n$ corresponds to motion directed outward of the domain, then (10) is augmented to include vertical advection, $\omega \partial T/\partial z$, expressed in $\sigma$ coordinates. The conditions on ($q^2, q^2\ell$) are similar to that on $T$,

$$\frac{\partial (q^2, q^2\ell)}{\partial t} + u_n \frac{\partial (q^2, q^2\ell)}{\partial n} = 0 \text{ at } x = 0, L_x \text{ and } y = 0, L_y.$$  (11)

except that vertical advection is omitted.

2) **HORIZONTAL BOUNDARIES: 2D FIELDS**

Conditions of no-normal flow and no slip are prescribed for the depth-averaged velocities at the coast:

$$\vec{u}_n = 0 \text{ and } \vec{u}_t = 0 \text{ at } x = 0.$$  (12)

At the offshore and northern boundaries, a relationship between surface elevation and velocity normal to the boundary is specified from a radiation condition (Flather 1976), whereas the velocity along the boundary vanishes:

$$\vec{u}_n = \vec{u}_{n,*} + \sqrt{g \over h} (\eta - \eta_o) \text{ and } \vec{u}_t = 0 \text{ at } x = L_x \text{ and } y = 0.$$  (13)

The depth-averaged velocity $\vec{u}_{n,*}$ and the surface elevation $\eta_o$ are set equal to their initial values (section 2c). Finally, at the southern boundary, the velocity normal to the boundary is obtained from a radiation condition similar to (9), while the velocity along the boundary vanishes,

$$\frac{\partial \vec{u}_n}{\partial t} + c_e \frac{\partial \vec{u}_n}{\partial n} = 0 \text{ and } \vec{u}_t = 0 \text{ at } y = 0,$$  (14)

where $c_e = \sqrt{gh}$ is the speed of the external mode at the boundary.
3) **VERTICAL BOUNDARIES**

Kinematic conditions are specified on the flow at the surface and at the bottom,

\[
\begin{align*}
  w &= \frac{\partial \eta}{\partial t} + u_h \cdot \nabla \eta \quad \text{at} \quad z = \eta(x, y, t), \\
  w &= -u_h \cdot \nabla h \quad \text{at} \quad z = -h(x),
\end{align*}
\]

where \( u_h = (u, v) \) is the horizontal velocity. No wind stress is prescribed at the surface, while a shear stress is imposed at the bottom,

\[
\rho_s k_m \frac{\partial u_h}{\partial z} = 0 \quad \text{at} \quad z = \eta(x, y, t),
\]

\[
\rho_s k_m \frac{\partial u_h}{\partial z} = \tau_b \quad \text{at} \quad z = -h(x).
\]

The bottom stress is given by

\[
\tau_b = \rho_o C_d |u_h, h| u_{h, h},
\]

where \( C_d \) is a drag coefficient and \( u_{h, h} \) is the horizontal velocity at the bottom (the grid point nearest to the bottom). No heat flux is prescribed at the surface and at the bottom,

\[
\kappa \frac{\partial T}{\partial z} = 0 \quad \text{at} \quad z = \eta(x, y, t), -h(x).
\]

Finally, in the absence of surface wind stress, the turbulence variables \((q^2, q^2 l)\) are set to zero both at the surface and at the bottom,

\[
(q^2, q^2 l) = 0 \quad \text{at} \quad z = \eta(x, y, t), -h(x).
\]

The complete omission of surface forcing implies that the modeled variability will stem exclusively from the instability of the shelfbreak jet.

e. **Method of solution**

The differential equations of the model are solved using finite differences on a staggered C grid (Blumberg and Mellor 1987; Mellor 2002). The horizontal resolution of the grid is 1 km in both directions \((x, y)\), and the number of vertical levels amounts to 25 with increasing resolution near the bottom (five “logarithmic layers”). The finite-difference forms of the governing equations (2) are second-order accurate in space and time, and conserve mass, momentum, temperature, and energy (Blumberg and Mellor 1987). Unless stipulated otherwise, the model parameters take the values listed in Table 1.

f. **Particle transport**

The Lagrangian motion in the simulated flow is revealed from the trajectories of fluid particles. The particle transport equation is

\[
\frac{\text{d} \mathbf{r}_i}{\text{d} t} = \mathbf{u}(\mathbf{r}_i, t),
\]

where \( \mathbf{r}_i \) is the position of the \( i \)th particle and \( \mathbf{u}(\mathbf{r}_i, t) \) is the fluid velocity at position \( \mathbf{r}_i \) and time \( t \). Particle transport is calculated in “real time,” that is, using the velocity field at each time step and not stored fields with reduced temporal resolution. Different approaches to obtain \( \mathbf{u} \) at the particle locations and to integrate (20) have been applied and yield similar results (see appendix for details).

3. **Results**

a. **Instability of shelfbreak front**

The ocean model is integrated numerically for a period of 150 days from the initial conditions described in section 2c and subjected to the boundary conditions described in section 2d. The evolution of the surface temperature field shows that the shelfbreak front becomes unstable over the course of the integration (Fig. 3). The surface isotherms, which are initially straight and aligned with isobaths, exhibit noticeable fluctuations, first in the northern part of the domain and then over the entire length of the shelf break. The isotherm fluctuations grow with time, leading to the appearance of eddies, particularly on the offshore side of the eddying jet. Eventually, the surface expression of the original front remains apparent only in the northern part of the domain; elsewhere along the slope the front has metamorphosed into a complex eddy field. Notice in particular the eddy dipole, or dipolar vortex, located in the deep basin at \( x \sim 350 \text{ km} \) at the end of the simulation.

The vertical component of relative vorticity \( \zeta = \frac{\partial u}{\partial x} - \frac{\partial v}{\partial y} \) provides additional information about the development of the eddying flow (Fig. 4). The relative vorticity of the initial flow is only due to the cross-slope variation in the along-slope velocity, \( \frac{\partial u}{\partial x} \) \cite{4}. Thus, the initial flow is entirely anticyclonic on the inshore side of the jet axis (\( \frac{\partial u}{\partial x} < 0 \) at \( x < 200 \text{ km} \)) and entirely cyclonic on the offshore side of the axis (\( \frac{\partial u}{\partial x} > 0 \) at \( x > 200 \text{ km} \)). In the initial flow, the relative vorticity presents amplitude maxima equal to about 0.2 the value of the planetary vorticity \( f \) (not shown). Over the course of the integration, the relative vorticity reaches values of \( O(f) \), indicating that
nonlinearity due to momentum advection is important in the flow evolution (Fig. 4). A regular sequence of cyclones and anticyclones is simulated on each side of the jet axis and propagates southward along the shelf break. Ultimately, the surface flow presents thin and contorted filaments of negative and positive vorticity, on each side of the jet axis and in regions where the fluid was initially quiescent. A similar result appears in previous numerical simulations of frontal instability with comparable (0.5–2 km) horizontal resolution (e.g., Spall 1995; Mahadevan and Tandon 2006; Klein et al. 2008; Shcherbina et al. 2013).

**b. Kinetic and potential energies**

It is instructive to consider the evolution of the kinetic energy and (available) potential energy of the flow. Following earlier model studies of coastal dynamics (e.g., Brink 2016a), dynamical variables are decomposed
into an along-slope average and a deviation, for example, \( u = \{u\} + u' \), where

\[
\{u\} = \frac{1}{L_y} \int_0^{L_y} u dy. \tag{21}
\]

With this notation, the domain averages of mean kinetic energy (MKE) and eddy kinetic energy (EKE) are, respectively,

\[
\text{MKE} (t) = \frac{1}{A} \int_0^L \int_{-h(x)}^0 \frac{(u)^2 + (v)^2}{2} \, dz \, dx, \tag{22a}
\]

\[
\text{EKE} (t) = \frac{1}{A} \int_0^L \int_{-h(x)}^0 \frac{(u'^2) + (v'^2)}{2} \, dz \, dx, \tag{22b}
\]

where \( A \) is the cross-sectional area of the domain. Potential energy is defined using as a background state an ocean at rest whose density distribution is approximated

Fig. 4. Evolution of relative vorticity (vertical component normalized to \( f \)) at a depth of 10 m in a subregion of the model domain. Positive (negative) values are shown with solid (dashed) lines. The range of displayed values appears between square brackets at the bottom right of each panel.
by the initial density profile at the offshore boundary $x = L_x$ (e.g., Xue and Bane 1997; Zhang and Gawarkiewicz 2015). With this convention, the domain averages of mean potential energy (MPE) and eddy potential energy (EPE) are computed from, respectively,

$$MPE(t) = \frac{1}{A} \int_0^{L_x} \int_{-h(x)}^0 \frac{g \{ \tilde{\rho} \}^2}{2 \rho_\infty (-\partial \tilde{\rho} / \partial z)} \, dz \, dx,$$  

(23a)

$$EPE(t) = \frac{1}{A} \int_0^{L_x} \int_{-h(x)}^0 \frac{g \{ \tilde{\rho} \}^2}{2 \rho_\infty (-\partial \tilde{\rho} / \partial z)} \, dz \, dx,$$  

(23b)

where $\tilde{\rho} = \rho - \rho_\infty$ is the difference between the simulated density and the density of the background state.

It is seen that mean kinetic energy decreases and eddy kinetic energy increases over the course of the numerical integration (Fig. 5a). The EKE becomes close to MKE and remains roughly constant after about 90 days, indicating that the eddying motions significantly contribute to total kinetic energy and are statistically steady during the last 60 days of the simulation. Similarly, mean potential energy decreases and eddy potential energy increases with time, although MPE remains larger than EPE by at least two orders of magnitude during the simulation (Fig. 5a). A detailed investigation of the energetics of the simulated flow is beyond the scope of this paper; perturbation analyses suggest that the primary mechanisms responsible for the emergence of along-slope fluctuations are baroclinic and/or barotropic instabilities (e.g., Lozier et al. 2002).

c. Horizontal and temporal scales

In this section, we determine horizontal and temporal scales of variability of the eddying flow in the numerical simulation of frontal instability. Consider first the determination of horizontal scale. A visual inspection of the surface temperature fields suggests a scale of a few tens of kilometers for eddies present along the offshore side of the flow for $t \geq 90$ days (Fig. 3). A more objective measure of the dominant scale of along-slope fluctuations can be obtained from the along-slope covariance of the cross-slope velocity (e.g., Brink and Seo 2016). Here correlograms of $\mathbf{u}$ at the shelf break (at $x = 200$ km), with spatial separation along the slope $\Delta y$ as lag variable, are calculated for (i) the region from $y = 100$ to 400 km, where the influence of cross-margin boundaries on the flow should be relatively small, and (ii) the time interval from $t = 90$ to 150 days, when EKE is relatively constant (Fig. 5a). The correlogram obtained by averaging autocorrelation coefficients from $t = 90$ to 150 days displays a monotonic decrease with spatial separation along the slope and a zero crossing at $\Delta y = 10$–11 km (Fig. 6a). Thus, positive or negative deviations of $\mathbf{u}$ near the shelf edge persist on average over a distance of ~10 km in the along-slope direction.

Consider then the determination of a temporal scale of shelf-basin exchange. Correlograms of $\mathbf{u}$ with time difference $\Delta t$ as lag variable are calculated for the region from $y = 100$ to 400 km and the time interval from $t = 90$ to 150 days. We find that the correlogram obtained by averaging autocorrelations from $y = 100$ to 400 km displays a monotonic decrease with spatial separation along the slope and a zero crossing at $\Delta t = 4$–5 days (Fig. 6b), that is, positive or negative deviations of $\mathbf{u}$ at the shelf break persist on average over a time interval of a few days.

d. Lagrangian motion

In this section, we describe the transport of fluid parcels in the eddying flow resulting from the instability.
of the shelfbreak jet. The equation of particle motion (20) is integrated for particles which are introduced in different regions of the model domain. In all reported calculations, particles are seeded when EKE becomes approximately steady (at $t = 90$ days), and their movement is calculated till the end of the numerical integration ($t = 150$ days). The distribution of eddy kinetic energy $(\langle u^2 \rangle + \langle v^2 \rangle)/2$ averaged over this time interval shows maxima near the surface at the shelf break (Fig. 7). Motivated by this result, the transport of particles originating from the surface layer is investigated first; the motion of particles initially located near the bottom is studied next.

The cross-slope spreading of particles released in a given region is characterized and quantified using the concept of relative dispersion (e.g., LaCasce 2008),

$$D_x(t) = \frac{1}{N} \sum_{i=1}^{N} \left[ \Delta x_i(t) - \Delta X(t) \right]^2.$$  \hspace{1cm} (24)

Here $N$ is the number of released particles, $\Delta x_i(t)$ is the displacement of the $i$th particle in the cross-slope direction relative to its initial position, and $\Delta X(t)$ is the displacement of the “center of mass” of the particles in this direction, that is, $\Delta X(t) = (1/N) \sum_{i=1}^{N} \Delta x_i(t)$. Interestingly, $D_x(t)$ can also be expressed as (LaCasce 2008),

$$D_x(t) = \frac{1}{2N(N-1)} \sum_{i \neq j}^{N} [x_i(t) - x_j(t)]^2.$$  \hspace{1cm} (25)

Thus, the displacement variance of particles is proportional to the mean square separation between particle pairs. Notice that $D_x(t)$ is only computed for the set of particles which do not reach the boundaries of the domain during the time interval from $t = 90$ to $150$ days (appendix).

The evolution of $D_x$ yields information about the spreading regime (e.g., Vallis 2006; Rypina et al. 2016). Differences in the motion of particles situated at different locations are obviously due to differences in the velocity at these locations. If differences in the velocity at different locations are sufficiently small, $D_x \propto t^2$ and the spreading regime is “ballistic.” If the velocity of a particle is uncorrelated from that at neighboring locations, $D_x \propto t$ and the spreading regime is “diffusive.” Clearly, other regimes of particle dispersion are possible. In his review of Lagrangian observations, LaCasce (2008) reported that, although results based on pairs of particles are not well-established yet, pair separation appears to grow exponentially in time below the deformation radius, consistent with an enstrophy cascade. At larger scales, the behavior is less clear ($D_x \propto t^3$), indicative of either an energy cascade or shear dispersion (LaCasce 2008).

1) DISPERSION OF JET PARTICLES

In this section, we describe the cross-slope transport of particles originating from a rectangular region within the initial path of the jet (region B in Fig. 8). This region extends in the cross-slope direction from $x = x_m - 3s_x$ to $x = x_m + 3s_x$, where $x_m = 200$ km and $s_x = 1/\sqrt{2}a_x = 7.4$ km, that is, over a strip which carries 99% of the initial jet volume transport per unit depth ([5]). This region extends in the along-slope direction from $y = 100$ to 400 km. Particles are released in this region at $t = 90$ days and their movements are tracked until $t = 150$ days.

It is seen that particles are detrained both onshore and offshore of the initial path of the jet within small-scale structures such as filaments, rings, and eddies (Fig. 9). The fraction of detrained particles is substantial: after 60 days of transport by the eddy field, 28% of the particles are found on the inshore side of the jet ($x < x_m - 3s_x$) and 32% of the particles are found on the offshore side of the jet ($x > x_m + 3s_x$). Thus, the majority of the particles have

FIG. 6. Correlograms of $\pi$ at the shelf break ($x = 200$ km). (a) Autocorrelation with spatial separation along the slope as lag variable. The autocorrelation coefficients for $t = 90, 91, \ldots, 150$ days have been averaged to produce the figure. (b) Autocorrelation with time difference as lag variable. The autocorrelation coefficients for $y = 100, 101, \ldots, 400$ km have been averaged to produce the figure.
left the initial path of the jet under the action of the eddy field produced from the jet instability. While individual particles follow intricate paths, the mean square separation tends to increase linearly in time (circles in Fig. 10), with $D_x \propto t^{1.18}$ (Table 2). This result suggests that particle transport is approximately diffusive: the spatial and temporal scales of the eddy field are sufficiently short that particles in a pair generally experience different velocities over a 2-month period.

2) **Dispersion of Shelf and Basin Particles**

A shelfbreak jet in strict thermal wind balance is a perfect barrier to fluid exchange between the shelf and the open ocean. A question of preeminent interest is the extent to which the instability of the jet can break this constraint and lead to the transport of material between the two regions. Consider first the transport of particles originating from the shelf. Particles are released in a region extending from $x = x_m - 3s_x$ to $x = x_m + 3s_x$, and from $y = 100$ to 400 km (region A; Fig. 8). After two months of transport in the eddying flow, only a very small fraction (1%) of the shelf particles is found on the offshore side of the jet ($x > x_m + 3s_x$; Fig. 11). As for jet particles, the cross-slope dispersion of shelf particles approximately grows linearly in time ($D_x \propto t^{1.13}$; Table 2), but it is noticeably smaller (cf. pluses with circles in Fig. 10).

Consider then the transport of particles originating from the deep basin. Particles are released on the offshore side of the initial jet in the region extending from $x = x_m + 3s_x$ to $x = x_m + 9s_x$, and from $y = 100$ to 400 km (region C; Fig. 8). After two months of transport in the eddying flow, the fraction of particles found on the inshore side of the jet ($x < x_m - 3s_x$) is only 3% (Fig. 12). This value is comparable to the fraction of shelf particles found on the offshore side of the jet after the same amount of time, indicating that material transport across the jet is limited in both the offshore and inshore directions. The cross-slope dispersion of basin particles tends to increase linearly in time ($D_x \propto t^{1.22}$; Table 2), as for basin and shelf particles (Fig. 10). However, the cross-slope dispersion of basin particles is several times...
greater than that of shelf particles and even exceeds that of jet particles (Fig. 10).

In summary, whereas particle detrainment from the initial path of the jet is important, particle transport across this path is very limited (Table 2). While the transports across the jet of shelf and basin particles are of comparable magnitude, dispersion in the cross-slope direction is noticeably larger for basin particles than for shelf particles. Similar results hold for particles released at middepth, that is, at \( z = 30 \) m, which is half the shelf depth (Table 2).

### 3) Dispersion of Near-Bottom Particles

In this section, we consider the motion of particles initially located near the bottom on the shelf (region A) or along the slope (region B). Particles are released from the three bottom-most layers (within 2 m of the bottom) in each of these regions. As for the near-surface and middepth particles, their transport by the eddying flow is calculated from \( t = 90 \) to 150 days.

It is seen that, after 60 days of transport in the eddying jet, a number of near-bottom particles, primarily from region B, are detrained offshore (Fig. 13). Jet particles are detrained seaward over a horizontal distance of \( O(100) \) km within a coherent vortex that separates from the initial path of the jet (Fig. 13b). The fraction of jet particles that are found outside the initial path of the jet after 60 days amounts to only 7%, much less than the fraction of 60% for near-surface particles (Table 2), a result consistent with the relatively small levels of eddy kinetic energy near the bottom (Fig. 7). The fraction of shelf particles found offshore of the initial path of the jet is even smaller (Table 2). As for near-surface particles, the cross-slope dispersion of near-bottom particles increases monotonically with time (Fig. 14). Whereas the dispersion of shelf particles is approximately diffusive \( (D_x \sim t^{1.2}) \), the dispersion of jet particles \( (D_x \sim t^{1.8}) \) approaches a ballistic regime (Table 2).

### 4. Discussion

The overall evolution of the simulated shelfbreak front is characterized by a leveling of isotherms (Fig. 15). The available potential energy stored in the cross-slope temperature gradients is released and transferred to the perturbations through the mechanism of baroclinic instability (section 3b). Consistent with the reduced cross-slope thermal gradients, the strength of the along-slope jet decreases over the course of the simulation, for example, the maximum amplitude of \( u \) averaged from \( y = 100 \) to 400 km and from \( t = 90 \) to 150 days amounts to only about half of its initial value (Fig. 16). The changes in the cross-slope thermal gradients (Fig. 15) and alongslope velocity (Fig. 16) indicate that the overall evolution of the flow is frontolytic and accompanied by a migration of the jet core from the surface to below 50 m.

In this section, we first discuss the secondary circulation which develops as a result of the instability of the shelfbreak front. We then elaborate on three salient results of our Lagrangian calculation. A first result is the smallness of material exchange between the shelf and the deep basin: the vast majority of particles do not cross the frontal region over the 2-month period (cf. values of \( f_A \) and \( f_C \) in Table 2). A second result is the pronounced asymmetry in the cross-slope spreading of shelf and basin particles: whereas material transport across the initial path of the jet is small in both the offshore and inshore directions, the displacement variance of basin particles is noticeably larger than that of shelf particles (Fig. 10). The final result relates to the role of BBL separation in the seaward export of near-bottom particles (Fig. 13).

#### a. Secondary circulation

The instability of a front is known to lead to the development of an ageostrophic secondary circulation in...
the plane normal to the frontal axis (e.g., Thomas et al. 2008). We illustrate the secondary circulation near the shelf edge in our numerical experiment through the cross-slope distribution of the cross-slope velocity averaged from $y = 100$ to 400 km and from $t = 90$ to 150 days (Fig. 17). The cross-slope velocities are generally $O(1) \text{mm s}^{-1}$ (Fig. 17), that is, lower than the along-slope velocities by one to two orders of magnitude.
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**FIG. 9.** Evolution of particles originating from the surface layer within the initial jet (region B). In each panel, the dashed gray lines delineate the regions inshore, within, and offshore of the initial jet. Only the particles that do not exit the domain are shown.

![Fig. 10](image2.png)

**FIG. 10.** Evolution of the dispersion of particles released in the surface layer inshore of the initial jet (region A; +), within the initial jet (region B; o), and offshore of the initial jet (region C; x). The three dashed lines show the variations of $D_x$ with time in the diffusive regime ($D_x \propto t$), the ballistic regime ($D_x \propto t^2$), and a regime indicating either an energy cascade or shear dispersion ($D_x \propto t^3$).
They are onshore for \( x \approx 215 \text{ km} \) and offshore for \( x \approx 215 \text{ km} \), that is, the cross-slope flow in the upper \( \sim 100 \text{ m} \) near the shelf break is diffluent.

The diffuence of the cross-slope flow near the shelf edge is favorable to frontolysis, as shown by considerations on the frontogenetic function,

\[ F = \frac{D}{Dt} |\nabla T|, \]

where \( D/Dt = \partial/\partial t + \mathbf{u} \cdot \nabla \) is the material derivative (Hoskins 1982). A positive (negative) value of \( F \) corresponds to frontogenesis (frontolysis). The function \( F \) can also be written as

\[ F = \mathbf{n}_T \cdot \nabla \left( \frac{DT}{Dt} \right) - \mathbf{n}_T \cdot \left( \frac{\partial T}{\partial x} \nabla u + \frac{\partial T}{\partial y} \nabla v + \frac{\partial T}{\partial z} \nabla w \right), \]

(27)

where \( \mathbf{n}_T = \nabla T/|\nabla T| \) is a unit vector parallel to the temperature gradient. Let us decompose the temperature \( T \), the vector \( \mathbf{n}_T \), and the velocity component \( u \) each into an alongshore mean and a fluctuation, for example, \( \mathbf{n}_T = \{\mathbf{n}_T\} + \mathbf{n}'_T \), which leads to

\[ - \left( \frac{\partial T}{\partial x} \left( \{\mathbf{n}_T\} \cdot \nabla u \right) \right) = - \frac{\partial \{T\}}{\partial x} \left( \{\mathbf{n}_T\} \cdot \nabla \{u\} \right) + \cdots \]

(28)

Table 2. Statistics of cross-slope particle spreading. Variables: \( \phi_A \) is the percentage of particles released in region A and found after 60 days offshore of the jet, \( \phi_B \) is the percentage of particles released in region B and found after 60 days inshore or offshore of the jet, \( \phi_C \) is the percentage of particles released in region C and found after 60 days inshore of the jet, \( b \) is the least squares estimate of exponent \( b \) in \( D_t \propto t^b \), and \( n \) is the number of particles.

<table>
<thead>
<tr>
<th>Region</th>
<th>( \phi_A )</th>
<th>( b )</th>
<th>( n )</th>
<th>Region</th>
<th>( \phi_B )</th>
<th>( b )</th>
<th>( n )</th>
<th>Region</th>
<th>( \phi_C )</th>
<th>( b )</th>
<th>( n )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Surface layer</td>
<td>1</td>
<td>1.13</td>
<td>12396</td>
<td>60</td>
<td>1.18</td>
<td>12678</td>
<td>3</td>
<td>1.22</td>
<td>12548</td>
<td></td>
<td></td>
</tr>
<tr>
<td>30 m</td>
<td>1</td>
<td>1.37</td>
<td>13002</td>
<td>56</td>
<td>1.25</td>
<td>12119</td>
<td>0</td>
<td>1.41</td>
<td>12120</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bottom layers</td>
<td>0</td>
<td>1.29</td>
<td>39499</td>
<td>7</td>
<td>1.80</td>
<td>35017</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Fig. 11. Evolution of particles originating from the surface layer inshore of the initial jet (region A). In each panel, the dashed gray lines delineate the regions inshore, within, and offshore of the initial jet. Only the particles that do not exit the domain are shown.
For a retrograde jet, $\partial T/\partial x$ is negative and $\{n_T\}$ has a positive component in the inshore direction. Thus, if $\{u\}$ increases offshore, as in our numerical simulation (Fig. 17), the term $-\partial T/\partial x(\{n_T\} \cdot \nabla \{u\})$ is negative and the cross-slope variations of $\{u\}$ are frontolytic (tilted isotherms tend to be separated by diffluence).

Considerations on $\{F\}$ also help to interpret the changes in temperature and in along-slope velocity over the course of the simulation (Figs. 15, 16). The cross-slope gradients of $\{u\}$ are the largest in the upper $\sim 50$ m of the water column (Fig. 17). As a result, if the term $-\partial T/\partial x(\{n_T\} \cdot \nabla \{u\})$ is a dominant contribution to $\{F\}$, the front is expected to be less pronounced in the upper $\sim 50$ m than below. The cross-slope distribution of temperature confirms this expectation (Fig. 15). Consistent with the vertical shift in the cross-slope thermal gradient, the jet core migrates from the surface to below 50 m during the simulation (Fig. 16).

b. Smallness of shelf-basin exchange

The smallness of shelf-basin exchange as measured by the fractions of particles crossing the jet ($\phi_A$ and $\phi_C$; Table 2) is consistent with three factors: (i) the smallness of the cross-slope velocities (Fig. 17), (ii) the diffluent character of the cross-slope flow near the shelf edge (Fig. 17), and (iii) the short scales of temporal correlation of the cross-slope flow at the shelf edge (Fig. 6b). If sustained, cross-slope velocities of $O(1) \text{ mm s}^{-1}$ (Fig. 17) would correspond to a dispersion distance over a 60-day period of about 5 km, which is much smaller than the width $6\alpha_c = 6(7.4) = 44$ km of the initial jet core. The fact that the cross-slope velocities are diffluent within the core (Fig. 17) further suggests that material transport would generally not take place. Moreover, the temporal autocorrelation of the cross-flow at the shelf break indicates that positive (negative) anomalies in the cross-slope flow are followed by negative (positive) anomalies after 4–5 days on average (Fig. 6b). Thus, offshore particle transport could be compensated, at least partly, by inshore particle transport on time scales which are much shorter than the 60-day period of the Lagrangian calculation.

Notice that the three factors all relate to the temporal and/or along-slope averages of the flow and are thus of limited relevance for interpreting the transport of particles, which are subjected to instantaneous, not mean, velocities. The fact that the time-mean cross-slope flow is diffluent near the shelf break (Fig. 17) illustrates that the time-mean flow cannot explain the cross-slope spreading of particles. The shelf-basin exchange in our simulation should be associated with the
time-dependent elements of the flow, such as frontal meanders and eddies protruding or detached from the frontal region.

c. Asymmetry of cross-slope spreading

The asymmetry of cross-slope spreading is here defined as the difference in the values of $D_x$ for shelf particles (originating from region A) and basin particles (originating from region C). A key result of our Lagrangian calculation is the greater dispersion, in the cross-slope direction, of basin particles relatively to shelf particles (Fig. 10). To identify the cause of asymmetry, consider, in a cross-slope section, the final position of the particles originating from the surface layer (Fig. 18). Particles originating from the shelf experience modest vertical displacements (Fig. 18a). In particular, the few particles that move offshore do so very near the surface. In contrast, parcels originating from the deep basin show greater vertical motion (Fig. 18b). The parcels moving toward the shelf are subducted near the jet axis at $x = 200$ km and the parcels moving seaward are carried within the eddy dipole centered near $x = 350$ km (Figs. 3, 12). Thus, the large cross-slope spreading of basin particles compared to that of shelf particles is due to both onshore subduction below density surfaces and offshore entrainment in the dipolar vortex. It does not appear to result from the presence of the coast, since shelf particles remain at all times separated from the coast by a distance of $\sim 100$ km, exceeding severalfold the size of shelfbreak eddies (Figs. 3, 11). Both the subduction beneath density surfaces and the separation of vortices are well-studied features of frontal dynamics (e.g., Spall 1995; Manucharyan and Timmermans 2013).

The cross-slope dispersion of shelf and basin particles released in the surface layer evolves, respectively, as $\sim t^{1.13}$ and $\sim t^{1.22}$ (Table 2). Notice that the scaling $D_x \propto t^b$ provides only an approximate description of cross-slope spreading. Systematic deviations from this scaling are observed over the 60-day period of particle transport for each region (Fig. 10). A probable source of deviations is the formation of vortices on the offshore side of the front and their excursion into the deep basin. To test this possibility, $D_x$ is calculated for particles originating from the surface layer in region C but excluding the contribution from particles found at $x > 310$ km at $t = 150$ days, that is, in the dipolar vortex present in the deep basin at the end of the simulation (last panel of Fig. 12). As expected, the displacement variance for this subset of particles diverges from that for the full set of particles originating from region C (Fig. 19): $D_x$ for the subset becomes appreciably smaller than $D_x$ for the full set for $t \gtrsim 100$ days, that is, when the vortex protrudes from the front.

Fig. 13. Distribution of particles originating from the three bottom-most layers (a) inshore of the initial jet (region A) and (b) within the initial jet (region B). In each panel, the dashed gray lines delineate the regions inshore, within, and offshore of the initial jet. Only the particles that do not exit the domain are shown.
jet and moves offshore (Fig. 12). In fact, $D_x$ for the subset varies with time according to $D_x \sim t^{1.00}$ (not shown), revealing that cross-slope spreading is diffusive to a very good approximation when the offshore export in the eddy dipole is disregarded. These results highlight the role of eddies separating from the jet in both the magnitude and the character of particle transport across isobaths.

**d. Separation of the bottom boundary layer**

The simulated flow near the bottom along the slope is directed offshore (see inset of Fig. 17), that is, in the opposite direction to the onshore flow above. This flow is reminiscent of the bottom Ekman flow on the shelf and the upper slope, which has been investigated in a large number of model studies (Brink 2016b, and references therein). In our numerical solution, the flow near the bottom leads to the downslope transport of buoyant (relatively warm) water and favors vertical mixing near the bottom, given the Richardson-number-dependent closure scheme of the model (Mellor and Yamada 1982). As a result, the isotherms tilt downward near the bottom along the slope (Fig. 15). Thus, both the reduced cross-slope temperature gradients in the upper ~50 m due to diffuence and the enhanced cross-slope temperature gradients below due to downslope buoyancy transport would explain the downward migration of the jet core over the course of the simulation (Fig. 16).

Having established the presence of downslope transport in a BBL, we explore the extent to which BBL detachment at the shelf break contributes to the seaward export of near-bottom particles (Fig. 13). To this end, consider, in the cross-slope section, the final position of particles emanating from near the bottom along the

![FIG. 14. Evolution of the dispersion of particles released in the three bottom-most layers inshore of the initial jet (region A; +), within the initial jet (region B; o), and within the initial jet but excluding particles found offshore of x = 250 km at t = 150 days (x). The three dashed lines show the variations of $D_x$ with time in the diffusive regime ($D_x \propto t^1$), the ballistic regime ($D_x \propto t^2$), and a regime indicating either an energy cascade or shear dispersion ($D_x \propto t^3$).](image)

![FIG. 15. Cross-slope distribution of temperature at the initial time ($t = 0$ days; gray lines) and final time ($t = 150$ days; black lines) of the simulation. The displayed values are averages from y = 100 to 400 km. The contour interval is 0.5°C (unlabeled isotherms).](image)
Shelf particles experience vertical displacements of a few tens of meters and seaward displacements of $O(100)\text{ km}$ over a period of 60 days along a mean path which is roughly parallel to the isotherms (Fig. 20a). Slope particles also separate from the bottom and experience vertical and seaward displacements of the same magnitude (Fig. 20b). Slope particles found between $x = 5250$ and 300 km are carried by a vortex which has separated from the shelf edge (Fig. 13b). Overall, these results suggest that the seaward export of near-bottom particles present on the shelf, the shelf edge, and the slope (Fig. 13) results from BBL detachment followed by offshore excursion of eddies.

The increase of relative dispersion with time for the bottom particles emanating from the slope (region B) is estimated to $\dot{b} = 1.80$, noticeably larger than for bottom particles emanating from the shelf ($\dot{b} = 1.29$) as well as for surface and middepth particles ($\dot{b} \leq 1.41$; Table 2). A fraction of bottom particles originating from the slope are entrained offshore within the eddy centered near $x = 280$ km, $y = 150$ km at $t = 150$ days (see Fig. 13b). To quantify the contribution of the eddy to cross-slope spreading, we calculate the dispersion values $D_x$ for bottom particles from region B that are found outside of this eddy at $t = 150$ days, and we compare these values to those for the entire set of bottom particles emanating from region B. Differences between the two sets of $D_x$ values should provide a measure of the contribution of the eddy to the cross-slope spreading of bottom particles from the slope region. We find that the dispersion $D_x$ of the entire set of particles, which includes particles entrained by the eddy, always exceeds the dispersion of the subset of particles which are not entrained by the eddy, the difference reaching one order of magnitude after 2 months of transport in the eddy field (cf. circles with crosses in Fig. 14). The dispersion of particles not entrained by the eddy changes very little, and even decreases slightly, after $t = 110$ days (20 days for the abscissa in Fig. 14), implying that a single value of $b$ would poorly describe the evolution of these particles. Overall, these results suggest that, as for the cross-slope spreading of material near the surface...
A detachment of the BBL near the shelf break has been documented from field observations (e.g., Pickart 2000; Linder et al. 2004) and simulated with numerical models (e.g., Gawarkiewicz and Chapman 1992; Chapman and Lentz 1994). Gawarkiewicz and Chapman (1992) studied the alongshore flow on the shelf, with the coast on its right, which is produced from an inflow prescribed at the upstream boundary along the shelf. In their model, the alongshore flow gradually moves offshore due to transport in a BBL which carries buoyant water downslope. The presence of light water beneath heavier water leads to convective overturning and a vertically well-mixed density field on the shelf. The density front on the shelf moves gradually offshore under the influence of bottom friction until it reaches the shelf break. There, the adverse pressure gradient along the bottom is large enough to lead to the detachment of the BBL, which then flows offshore along upward sloping isopycnals (Gawarkiewicz and Chapman 1992). Chapman and Lentz (1994) showed that a surface-to-bottom density front can stop moving offshore and become “trapped” to an isobath even over a shelf with uniform bottom slope. The vertical velocity shear associated with the front leads to a reversal of the alongshore velocity when the water depth at the front is large enough. At this location, the cross-shelf velocity in the BBL is also reversed, causing convergence in the layer and the detachment of the layer from the bottom (Chapman and Lentz 1994).

In this study, BBL detachment occurs in the eddy field produced from the instability of the shelfbreak front. In particular, near-bottom particles from the outer shelf and the upper slope can be exported offshore in vortices produced from the frontal instability and moving seaward. This result indicates that, in addition to the adverse pressure gradient along a nonuniform slope (Gawarkiewicz and Chapman 1992) and the trapping of a surface-to-bottom density front to an isobath over a uniform slope (Chapman and Lentz 1994), the separation of eddies from (section 4c), the cross-slope spreading of material originating from the bottom can also be significantly influenced by eddy separation.

FIG. 17. Cross-slope distribution of cross-slope velocity \( u \). The displayed values are averages from \( y = 100 \) to \( 400 \) km and from \( t = 90 \) to \( 150 \) days. Negative (positive) values are shown with dashed (solid) lines (contour interval \( = 0.5 \) mm s\(^{-1}\)). The inset shows the vertical profile of averaged \( u \) at a location along the slope (\( x = 188 \) km).
an unstable decaying front provides another mechanism for the detachment of a BBL near the shelf break.

5. Conclusions

In this paper, a regional primitive equation model is applied to study the material exchange which is induced by the eddy field produced from an unstable retrograde jet along the shelf break. The along-slope scale and temporal scale of correlation for the depth-averaged cross-slope velocity are found to be $O(10)$ km and a few days, respectively. Whereas material detrainment from the initial path of the jet is important, material transport between the shelf and the deep ocean is found to be very small on the monthly (and shorter) time scales. The cross-frontal exchange of material is associated, not with the time-mean component of the cross-slope flow, which is small and diffusive, but with the time-dependent elements of the flow such as frontal meanders and detached eddies.

The relative dispersion of particles in the cross-slope direction is found to increase with time as $D_x \sim \tau^b$, where $1 < b < 2$. This mixed diffusive–ballistic regime seems to reflect the combined effects of (i) velocity correlation on scales which are short compared to the distance between particles of the same pair and (ii) offshore translation of particles in coherent vortices. Cross-slope spreading is found to be larger for basin particles than for shelf particles, as basin particles are both subducted onshore and entrained offshore in eddies. Particles originating from the bottom of the outer shelf and upper slope separate from the bottom and experience vertical displacements of a few tens of meters and seaward displacements of $O(100)$ km during a 60-day period. This result suggests that the eddy field produced from an unstable along-slope jet provides another mechanism for the detachment and seaward export of the bottom boundary layer near the shelf edge.

It is probably worth being explicit about the limitations of this study. One obvious caveat is that the Lagrangian motion being described is only as reliable as the velocity fields from which it has been derived. Errors arising from missing physics, subgrid-scale phenomena, boundary conditions, and the method of solution can be significant. The Smagorinsky coefficient for horizontal eddy viscosity is set to $C = 0.5$ in our study (Table 1), greater than the range of values from 0.1 to 0.2, which are supposed to already “work well” (Mellor 2002). Solutions obtained with $C = 0.1$ and 0.2 display larger small-scale variability in surface temperature than the solution with $C = 0.5$ (not shown). This larger variability may reflect the physics of the flow at small scales but also possibly the increasing influence of numerical noise as $C$ is reduced. In spite of the larger variability, compared to the results obtained with $C = 0.5$ (Table 2), the fractions of parcels transported from the different regions ($\phi_A$, $\phi_B$, $\phi_C$) differ by $\leq 8\%$ (absolute difference) and the increase of relative dispersion with time $b$ differs by $\leq 22\%$ (relative difference) for each region if $C = 0.1$ or 0.2 (not shown). Nonetheless, future model studies should consider higher horizontal resolution (grid spacing <1 km) to better resolve submesoscale phenomena at the shelf break. Finally, this work is a
description of particle dispersion rather than the provision of new insight into frontal dynamics at the shelf edge. A theoretical understanding of the Lagrangian motion associated with shelfbreak eddies remains to be developed.
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## APPENDIX

### Calculation of Particle Transport

The calculation of particle transport proceeds as follows. The model grid is a staggered C grid, with \((T, \rho)\) defined at the center of the grid cells and \((u, v, w)\) defined at grid points on the faces of the grid cells between the \((T, \rho)\)-carrier points [the turbulence quantities \((q^2, q^2l)\) are defined at the \(w\)-carrier points]. In all reported calculations, particles are initially placed at \(T\)-carrier points. The grid cell where the particle is located is first determined from the coordinates of the particle position. If the particle is found outside of the model domain, then the calculation is interrupted for this particle, that is, the particle is “frozen” at this location. If the particle is within the domain, then the following operations are completed. The velocity components at the particle position are calculated by linearly interpolating the velocity components defined at the faces of the grid cell where the particle is located. For example, if the particle is located in the grid cell \((i, j, k)\), \((i, j, k)\) are indices for coordinates \((x, y, z)\), then the velocity component \(u\) at the particle position \(u^p\) is given by

\[
u^p = \frac{[(x_{i+1} - x_p)u_{i+1,j,k} + (x_p - x_i)u_{i+1,j,k}]}{\Delta x},
\]

where \(x_i, x_{i+1}\) is the \(x\) coordinate of the grid point carrying \(u_{i,j,k}\), \(x_p\) is the \(x\) coordinate of the particle, and \(\Delta x = x_{i+1} - x_i\). The new \(x\) coordinate of the particle is then obtained by integrating \(dx_p/dt = u^p\), that is,

\[
x_p(t + \Delta t) = x_p(t)e^{-\Delta t/\tau_u} + u^p\Delta t(1 - e^{-\Delta t/\tau_u}), \tag{A1}
\]

where \(\tau_u = \Delta v/(u_{i,j,k} - u_{i+1,j,k}), u^p = (x_{i+1}u_{i+1,j,k} - x_iu_{i,j,k})/\Delta x,\) and \(\Delta t\) is the time step (\(\Delta t = \Delta t;\) Table 1). Note that for coding purposes, the inverse \(\tau_u^{-1}\) is calculated and used to prevent a potential singularity. A similar procedure is applied for particle motion along \(y\) and \(\sigma\).
It is easy to show from a Taylor series expansion that (A1) reduces to the Euler method in the limit $\frac{\Delta t}{t^*} \ll 1$. In fact, the results listed in Table 2 are very similar if the Euler method is used to integrate the particle transport (20): the fractions of parcels transported from the different regions ($\phi_A$, $\phi_B$, $\phi_C$) change by $\pm 1\%$ (absolute difference) and the increase of relative dispersion with time $\dot{b}$ changes by $\pm 3\%$ (relative difference) for each region (when using bilinear interpolation, parcels are frozen when within 1 grid spacing of the lateral boundaries for coding simplicity).
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Fig. 20. Cross-slope distribution of particles released near the bottom in (a) region A and (b) region B, at the final time $t = 150$ days. In both panels, the gray lines show isotherms (unlabeled) at $y = L_y/2$ and $t = 150$ days.