Insights on geochemical cycling of U, Re and Mo from seasonal sampling in Boston Harbor, Massachusetts, U.S.A.

Jennifer L. Morford a*
William R. Martin a
Linda H. Kalnejais a
Roger François a†
Michael Bothner b
Ida-Maja Karle c

a Woods Hole Oceanographic Institution
Marine Chemistry and Geochemistry Department, Woods Hole, MA USA 02543

b United States Geological Survey, Woods Hole Science Center,
Woods Hole, MA 02543-1598

c Dept. of Analytical and Marine Chemistry,
Göteborg University, SE-412 96 Gothenburg, SWEDEN

† Currently at Department of Earth and Ocean Sciences, University of British Columbia,
Vancouver, British Columbia, Canada V6T 1Z4

* Corresponding author, currently at Franklin & Marshall College,
Department of Chemistry, P.O. Box 3003, Lancaster, PA 17604-3003,
phone (717) 358-4590; fax (717) 291-4343; email jennifer.morford@fandm.edu

Submitted to Geochimica et Cosmochimica Acta March 17, 2006
Accepted on October 23, 2006

ABSTRACT

This study examined the removal of U, Mo, and Re from seawater by sedimentary processes at a shallow-water site with near-saturation bottom water O$_2$ levels (240-380 µmol O$_2$/L), very high organic matter oxidation rates (annually averaged rate is 870 µmol C/cm$^2$/y), and shallow oxygen penetration depths (4 mm or less throughout the year). Under these conditions, U, Mo, and Re were removed rapidly to asymptotic pore water concentrations of 2.2–3.3 nmol/kg (U), 7–13 nmol/kg (Mo), and 11–14 pmol/kg (Re). The order in which the three metals were removed, determined by fitting a diffusion-reaction model to measured profiles, was Re < U < Mo. Model fits also suggest that the Mo profiles clearly showed the presence of a near-interface layer in which Mo was added to pore waters by remineralization of a solid phase. The importance of this solid phase source of pore water Mo increased from January to October as the organic matter oxidation rate increased, bottom water O$_2$ decreased, and the O$_2$ penetration depth decreased. Experiments with in situ benthic flux chambers generally showed fluxes of U and Mo into the sediments. However, when the overlying water O$_2$ concentration in the chambers was allowed to drop to very low levels, Mn and Fe were released to the overlying water along with the simultaneous release of Mo and U. These experiments suggest that remineralization of Mn and/or Fe oxides may be a source of Mo and perhaps U to pore waters, and may complicate the accumulation of U and Mo in bioturbated sediments with high organic matter oxidation rates and shallow O$_2$ penetration depths.
Benthic chamber experiments including the nonreactive solute tracer, Br\(^-\), indicated that sediment irrigation was very important to solute exchange at the study site. The enhancement of sediment-seawater exchange due to irrigation was determined for the nonreactive tracer (Br\(^-\)), TCO\(_2\), NH\(_4^+\), U and Mo. The comparisons between these solutes showed that reactions within and around the burrows were very important for modulating the Mo flux, but less important for U. The effect of these reactions on Mo exchange was highly variable, enhancing Mo (and, to a lesser extent, U) uptake at times of relatively modest irrigation, but inhibiting exchange when irrigation rates were faster. These results reinforce the observation that Mo can be released to and removed from pore waters via sedimentary reactions.

The removal rate of U and Mo from seawater by sedimentary reactions was found to agree with the rate of accumulation of authigenic U and Mo in the solid phase. The fluxes of U and Mo determined by in situ benthic flux chamber measurements were the largest that have been measured to date. These results confirm that removal of redox-sensitive metals from continental margin sediments underlying oxic bottom water is important, and suggest that continental margin sediments play a key role in the marine budgets of these metals.
1. INTRODUCTION

Redox-sensitive metal concentrations in sediment cores have been used to determine past changes in reducing conditions (e.g. Calvert and Pedersen, 1993; François et al., 1993, 1997; Dean et al., 1994, 1997; Rosenthal et al., 1995; Crusius et al., 1996, 2000; Anderson et al., 1998; Adelson et al., 2001; Nameroff et al., 2004). The reducing conditions in the aqueous and solid phases of sediments can be identified by the presence or absence of redox-sensitive trace metals (RSMs) in the solid phase. Because individual RSMs can behave differently under reducing conditions, analyzing a select suite of RSMs can provide additional information regarding conditions at the time of solid phase accumulation. The species studied here, uranium (U), rhenium (Re) and molybdenum (Mo), are all soluble under oxic conditions, and precipitate (or adsorb) under anoxic conditions (bottom water oxygen concentration equals zero, $O_{2,bw} = 0$). However, their behavior is variable under intermediate reducing conditions where $O_{2,bw} \neq 0$, but where oxygen penetrates a centimeter or less ($O_{2,pen} \leq 1$ cm) below the sediment-water interface before it is consumed. Changes in solid phase RSM concentrations deposited over time can suggest changes in reducing conditions over that time period. Reducing conditions in sediments are influenced by both the carbon flux to sediments and the bottom water oxygen concentration, but the relative importance of these agents in controlling reducing conditions in sediments is not fully understood. A better understanding of the mechanisms and conditions controlling RSM incorporation in the solid phase and the potential for release from the solid phase will aid in the interpretation of RSM accumulation.
Other complications on the use of RSMs involve the present understanding of their respective global mass balances. Morford and Emerson (1999) suggest that sinks approximately balance sources for U and Mo, whereas sinks far exceed apparent sources for Re. These mass balances are based on the area of reducing sediments at water depths > 1000m where $O_{2,\text{pen}} \leq 1\,\text{cm}$, which make up approximately 4% of the ocean sediment area (Morford and Emerson, 1999). The importance of shallower sediments, where water depth is less than 1000 m, as sinks or sources of RSMs has not been adequately quantified. In an attempt to include shallower sediments, Archer et al. (2002) used a diagenetic model with data on $O_2$ concentration and organic carbon rain rate vs. water depth to estimate that ~20% of the seafloor has $O_{2,\text{pen}} \leq 1\,\text{cm}$. Although this determination does not differentiate between sandy and muddy sediments, the result is five times greater than the area determined for water depths greater than 1000 m and suggests that the reducing nature of shallow sediments may make them a large sink for RSMs.

Another complicating factor is the potential for changes to metal accumulation after authigenic enrichment (i.e., diagenesis) that might obscure the connection between authigenic metal accumulation and reducing conditions at the time of accumulation. Diagenesis may be of particular importance in coastal areas where changes in the depth of oxygen penetration due to seasonal variations in overlying productivity and bottom water oxygen concentration or changes in the extent of bioturbation may compromise the accumulation of RSMs. Co-cycling of RSMs with manganese (Mn) oxides and/or iron (Fe) oxyhydroxides (which will be referred to more generally as oxides throughout this paper) might also result in diagenetic alteration. Manganese and/or Fe oxide layers will
be found in surface sediments even where $O_{2,pen}$ is shallow, providing reactive surfaces for trace metal adsorption. A shoaling in the $O_{2,pen}$ could result in reductive dissolution of Mn and/or Fe oxides, thereby releasing adsorbed species to pore waters and overlying waters. Therefore, the importance of coastal sediments as a sink (or source) of RSMs and the effect of diagenesis on the burial and preservation of RSMs is uncertain.

Understanding the geochemical cycling of RSMs in coastal environments, which undergo seasonal changes in bottom water oxygen concentration, organic carbon flux, bioturbation and irrigation, should clarify the diagenetic cycling of RSMs and will ultimately improve the utility of RSMs as paleoredox tracers. Therefore, both the similar and contrasting behaviors of U, Re and Mo cycling in a coastal setting (Hingham Bay, Massachusetts, U.S.A.) are described here. The impact of seasonal variability in the rates of benthic processes is explored by contrasting results from winter (January), early summer (June, July) and early fall (September, October). Results from traditionally sliced and centrifuged sediment cores, polyacrylamide gel probes, and benthic chambers are presented, and further interpreted through the application of a one-dimensional steady-state pore water model.

1.1. Study Site

The study site is in southeastern Boston Harbor in Hingham Bay, east of Peddocks Island, at 42°17′52.9″ N, 70°55′40.0″ W (Fig. 1). The mean water depth is 5 m. Sediments are 6% sand, 62% silt, and 32% clay, and surface sediments are 3.2% organic C (Kalnejais, 2005). This site is one of several long-term monitoring locations in Boston Harbor (Bothner et al., 1998). We sampled pore waters and sedimentary solids for U, Mo,
and Re on three occasions in 2001, and measured fluxes of the metals directly with *in situ* benthic flux chambers in June 2001 and in January and October 2002. In describing sedimentary redox conditions and organic matter cycling, we include pore water and flux measurements made from January 2001 through June 2004.

Like all of Boston Harbor, this site has a complex depositional history. In 1978, the sedimentation rate was determined to be 1.8 cm y\(^{-1}\) (Bothner et al., 1998). The sedimentation rate has decreased dramatically in recent years, largely because of reduced anthropogenic inputs to the harbor in response to federal law. A reduction in solids and nutrient discharge to the harbor was achieved by: (1) stopping sewage sludge discharge in December, 1991; (2) initiating repair of combined sewage-runoff overflows; (3) phasing in secondary sewage treatment from 1997-2001; and (4) moving the outfall for sewage effluent 15.2 km offshore in September 2000. The average sedimentation rate from 1978–2000 was determined by comparing the depths of the \(^{137}\)Cs peak in cores taken in 1978 and 2000. The estimated rate was 0.6 cm y\(^{-1}\) (M. Bothner, unpublished data).

The major input of organic matter to the seafloor is from local primary production (Taylor, 2005; Libby et al., 2004a,b). Primary production at a nearby harbor site north of Peddocks Island ranged from 2600-4900 µmol C cm\(^{-2}\) y\(^{-1}\) from 2001-2003, with the highest value in 2002 and the lowest in 2003. In general, there is a small peak in primary production in the spring (March), and the annual maximum is in September (Libby et al., 2002, 2003, 2004a,b).

Water column properties vary seasonally. Salinity ranges from ~ 30–32 psu, with the annual minimum in June. The temperature range is from ~ 0–16°C, with the annual maximum being in July (Libby et al., 2002; 2003; 2004a,b). The oxygen concentration
remains close to saturation throughout the water column throughout the year, with maximum values of ~380 µM in February, and minimum values of ~240 µM in early fall.

2. METHODS AND ANALYTICAL PROCEDURES

2.1. Sampling Methods

Visually undisturbed cores were collected either using a pole and coring tube operated from a small boat (January 2001) or by SCUBA divers (all other times). Cores were either sampled immediately in a van on the dock (January 2001) or kept cool by surrounding them with ice packs during transport to Woods Hole, where they were sampled in a refrigerated room (~4°C) under N₂ within 4 hours of collection. An additional core was used for porosity and sediment resistivity determinations. This core was allowed to come to room temperature before sampling, ~24 hours after collection. Following sectioning, sediment samples were centrifuged at 10,000 rpm for 10-15 minutes. Pore waters were taken up into plastic syringes for nutrients and TCO₂, and into all-plastic, acid-cleaned and 18 MΩ MilliQ (MQ) water rinsed syringes for trace metals. Pore waters were filtered under N₂ through 0.45 µm Acrodisc HT Tuffryn membrane filters. TCO₂ samples were filtered into 1-cm³ syringes and stored in ice water to be run within 24 hours. Nutrient samples were filtered into polyethylene vials and analyzed within 24 hours. Trace metal samples were filtered into 4-mL HDPE bottles. Concentrated nitric acid (40 µL, Fisher Optima Grade) had been added to the bottles before sample addition. Prior to fieldwork, syringes and filters for trace metals were cleaned with 2M HCl, rinsed with MQ water, and dried in a laminar flow hood. Trace metal sample storage bottles were cleaned by filling with 2M HCl, heating for 4 days at
60°C, rinsing with MQ water, and drying in a laminar flow hood. Syringes, filters, and plastic vials for nutrients were cleaned with MQ water and dried in a laminar flow hood.

In addition to the cores that were sampled immediately, two cores were kept in the cold room for a ~24 hour incubation, during which the overlying waters were continuously exchanged with bottom water from a large reservoir. This exchange created an internal circulation for the overlying water. One of these cores was sampled at the end of the 24-hour period exactly as the rapidly-sampled cores. This core served as a control core, to ensure that the incubations did not dramatically alter the pore water profiles compared to the pore water profiles in the cores that were immediately sampled. The second incubated core was used to sample pore waters by equilibrating a polyacrylamide gel housed in an acrylonitrile butadiene styrene probe with the core. The probe was purchased from DGT Research, Ltd., modified and prepared as described in Morford et al., 2003. Probes were covered with a 0.1 µm polycarbonate membrane and deoxygenated prior to use by placing the probes in an electrolyte solution (NaCl/MgSO₄) at in situ salinity, and bubbling the solution with N₂ for 72 hours. Probes were removed from the O₂-free solution immediately (~15 seconds) before insertion into the sediments. Rapid insertion into the sediments was essential, as exposure to O₂ can lead to the formation of oxides during the equilibration period. Following a 24-hour equilibration period (Morford et al., 2003), probes were removed from the sediments, the membrane was discarded, and discrete gel sections were stored in pre-weighed microcentrifuge vials. Dilute (5%, Fisher Optima grade) HNO₃ was added to each vial for metal extraction.
Benthic fluxes were measured directly using \textit{in situ} benthic flux chambers. Chamber design was similar in most respects to that of Sayles and Dickinson (1991). The most significant difference is that chambers used for this work can be operated in both a “standard” mode, in which the concentrations of all solutes are allowed to vary, or in an “O$_2$-controlled” mode. In the O$_2$-controlled mode, bottom water is pumped continuously through a 2 m coil of silicone tubing placed within the chamber, allowing gas exchange across the tubing walls. After several hours, the O$_2$ concentration in the chamber reaches a steady state in which the rate of addition by diffusion across the tubing equals the rate of loss by sedimentary O$_2$ consumption. The oxygen flux is calculated using laboratory-determined permeability values for the tubing. Laboratory experiments indicated that gas exchange across the tubing had only a minor effect on \textit{in situ} TCO$_2$ flux determinations. Chamber samples were collected in aluminosilicate glass ampoules that had been pre-filled with MQ water. A spring-loaded syringe behind each ampoule drew 50 mL of chamber water through the ampoule; studies of Cl$^-$ concentration in the resulting chamber samples showed that dilution of the final, 20 mL samples by distilled water was negligible (< 1%; W. Martin, unpublished data). A maximum of 8 samples, spaced over a 4-day period, was taken during each deployment. At the start of each deployment, dissolved NaBr was added to the overlying water to increase the dissolved Br$^-$ concentration to about 5x its \textit{in situ} value. The decreasing Br$^-$ concentrations in the chamber were used to quantify nondiffusive solute transport (Martin and Banta, 1992; Sayles and Martin, 1995; Martin and Sayles, 2004). Chambers, sample lines, and ampoules were cleaned by soaking for several days in 0.1 M HCl, followed by rinsing and soaking in MQ water.
2.2. Analytical Procedures

Precision was determined by analyzing duplicate samples. Pore water nutrients were determined, with a precision of 1%, by autoanalyzer using methods adapted from Glibert and Loder (1977). TCO$_2$ was analyzed by an automated procedure in which samples are acidified with phosphoric acid, the CO$_2$ is stripped with N$_2$ gas, and the CO$_2$ evolved is quantified by infrared absorption using a Licor analyzer (O’Sullivan and Millero, 1998). Precision was ±10 µmol kg$^{-1}$ for flux chamber samples and was ±20 µmol kg$^{-1}$ for pore water samples. Oxygen analyses were by small-volume Winkler titration (±2%). Dissolved sulfide was measured using the Cline (1969) method with a detection limit of 2 µM. Br$^-$ was determined by ion chromatography with a precision of ±2%.

Trace metals were measured using the WHOI Finnigan Element high resolution inductively coupled plasma mass spectrometer (ICP-MS). U and Mo benthic chamber samples were measured using isotope dilution ($^{236}$U and $^{95}$Mo, respectively) to achieve high precision results. Duplicate analyses of benthic chamber samples show a precision of ±2%. We used a modification of the Rodushkin and Ruth (1997) method, which uses internal standards, for Mn, Fe, U, Re, and Mo in 20-fold diluted pore water and gel probe samples. Replicate measurements (n=23) of a standard seawater solution (CASS-4, Nearshore seawater for trace metals, National Research Council of Canada) indicate that the instrumental method precision for a 20-fold dilute seawater solution is <10% for Mo and U and <11% for Re and Mn. The average concentration for Mo is within its certified 95% confidence range, whereas the average Mn concentration is approximately 8% above the CASS-4 certified concentration. Although U does not have a certified value for
CASS-4, our average measurement was 13% below its suggested value. The lack of U and Mn accuracy does not affect calculated fluxes since flux calculations depend on concentration differences. Re is not certified and the certified Fe concentration was below the detection limit for this method (0.013 µM).

The solid sample remaining after centrifugation was freeze-dried and ground for solid phase analyses. Solid phase metals were analyzed by the United States Geological Survey (USGS) using a total digestion/ICP-MS procedure (Briggs and Meier, 1999). Sediment standards (BCSS-1, MESS-1, PACS-2 from the National Research Council of Canada and MAG-1 from the United States Geological Survey) were used to assess accuracy. For standards with certified concentrations, measurements of Fe, Mn, U and Mo were either within certified ranges (Mn: all standards; Fe: MESS-1, MAG-1; U: MAG-1; Mo: PACS-2) or slightly high (Fe was 4 to 6% high in PACS-2 and BCSS-1). Excess $^{234}$Th and $^{210}$Pb were analyzed by direct counting on Canberra LeGe detectors (Sayles et al., 2001). Porosity and resistivity were determined by the methods of Manheim et al. (1974) and Andrews and Bennett (1981), respectively, using procedures that we have described previously (Martin and Sayles, 2004).

3. MODELS OF U, Mo AND Re DIAGENESIS

3.1 Model of Pore Water U, Mo, and Re

The pore water profiles of U, Mo, and Re are interpreted using a one-dimensional, steady state model. This modeling effort is a means to (1) combine profiles at each time point to generate a “composite” profile, (2) use a curve-fitting procedure to estimate the profile slopes at the sediment-water interface and at the top of the “removal” layer (i.e., at
the apparent inflection point in the profile), and (3) provide a means of comparing the behaviors of the three RSM. In applying a steady state model to the temporally variable Hingham Bay sediments, we assume that the time scale of seasonal change is long relative to RSM reaction rates. It is important to note that the model does not explicitly include the effects of nondiffusive solute transport (irrigation) on RSM profiles, since these effects are uncertain. The influence of irrigation is discussed separately.

The model includes solute transport by diffusion and burial advection, and includes two sedimentary layers in which distinct reactions occur. In the layer adjacent to the sediment-water interface, the RSMs may be released to pore waters from the solid phase in a zero-order reaction. In the deeper layer, RSMs are removed by a reaction that is first-order in the quantity \( (C - C_\infty) \), where \( C_\infty \) is the asymptotic concentration of the RSM in pore waters. In equation form,

\[
0 = \left( \phi D_{sed} \frac{dC}{dx} \right) - \frac{d}{dx} \left\{ \phi v C \right\} + \phi R
\]  

(Equation 1)

\( C \) is the concentration of the RSM under consideration. \( R \) is the reaction rate (nmol or pmol cm\(^{-3}\) pw \( y \)), and it has one functional form for the shallow layer and a different one for the deep layer:

\[
\begin{align*}
  & x < x_p & R = k_r \\
  & x \geq x_p & R = -k_p (C - C_\infty)
\end{align*}
\]

\( x_p \) is the depth in the sediments at which net removal from pore waters begins. \( x_p \) is marked by an inflection point in the pore water profile, and the downward flux of the solute at this depth is the rate of removal of the solute if the system is at steady state on the time scale of the removal process. When \( x < x_p \), the value for \( k_r \) represents the potential release of RSMs from the solid to the aqueous phase. When \( x \geq x_p \), the rate of
loss is equivalent to the product of $k_p$ and the difference in concentration ($C - C_\infty$).

Differences in the removal process between the RSMs are paramaterized by variation in $C_\infty$ and $k_p$.

The surface layer, in which there may be net release of a RSM from the solid phase to the pore water, may be: (1) absent if $x_p = 0$, (2) a layer of no net reaction if $x_p > 0$ but $k_r = 0$, or (3) a layer of net release if $x_p > 0$ and $k_r > 0$.

Porosity ($\phi$) is allowed to vary exponentially with depth as a function of the form

$$\phi = a + be^{-cx} \quad \text{(Equation 2)}$$

The parameters ($a$, $b$, and $c$) are determined by least squares fits to the measured porosity versus depth profiles (Martin and Sayles, 1987; Martin and Banta, 1992). $D_{sed}$ is the diffusion coefficient for the solute in sediments ($\text{cm}^2\text{ y}^{-1}$). The effect of sediment tortuosity on $D_{sed}$ is experimentally determined by resistivity measurements to determine the formation factor ($F$), which is the ratio of sediment resistivity to that of pore water (McDuff and Ellis, 1979).

$$D_{sed} = \frac{D_{pw}}{\phi F} \quad \text{(Equation 3)}$$

Four determinations of $\phi(x)$ and $F$ were made at this site, two in early summer and two in early fall (data not shown). The two time periods gave somewhat different relationships between $F$ and $\phi$, as $\nu$ in the Winsauer relationship, $F = c\phi^{-\nu}$, differed between the seasons (Table 1). Differences between the time periods were not large enough to affect model results. In modeling pore water data, we used the early summer relationships to approximate the parameters for the January time point.
The ionic diffusion coefficient in pore water ($D_{pw}$) is assumed to be equal to that in seawater. The diffusion coefficients of the species that are important for this work are not well known: $D_{sw}$ for Mo was taken from Li and Gregory (1974); that for U was assumed to be equal to that of Mo, and that for Re was based on Crusius et al. (1996). Previous authors (e.g., McManus et al., 2005) have used the Li and Gregory (1974) value for $\text{UO}_2^{2+}$ to describe U diffusion. However, the dominant U species is most likely the anionic carbonate complex, which can be expected to have a significantly larger diffusion coefficient than $\text{UO}_2^{2+}$. Therefore, we chose to use a $D_{sw}$ for the anionic species, $\text{MoO}_4^{2-}$, to describe U. The formulation of Li and Gregory (1974) was used to calculate the temperature dependence of the diffusion coefficients.

The burial advection rate ($v$, cm$_{sed}$ y$^{-1}$) varies with depth to maintain a constant sediment accumulation rate (Berner, 1980). The specific value of the accumulation rate has only a minor effect on results. As we discussed earlier, the sediment accumulation rate at the study site has decreased dramatically over the last two decades. We used a value of 0.054 g$_{solid}$ cm$^2_{sed}$ y$^{-1}$, which corresponds to a sedimentation rate of 0.1 cm y$^{-1}$ at a depth of ~20 cm (using the dry bulk density of Bothner et al., 1998). This value is smaller than the average sedimentation rate of 0.6 cm y$^{-1}$ for the period, 1978–2000, reflecting recent decreases in anthropogenic inputs to Boston Harbor.

### 3.2 Treatment of Sediment Irrigation

As noted above, the model used to interpret pore water profiles of U, Mo, and Re does not explicitly include the effects of nondiffusive transport of the solutes. The reason for the omission is that the effects of sediment irrigation on reactive solutes are difficult
to predict. We treat sediment irrigation separately in order to determine the role played by these transport processes in RSM cycling at the study site.

In general, there are two components of the flux of a solute across the sediment-water interface in shallow-water sediments: the diffusive flux, which can be calculated from the gradient of the pore water profile at \( x = 0 \), and a nondiffusive flux that in fine-grained sediments is primarily due to the flushing of infaunal burrows by the actions of infauna and physical processes. The “total” flux, due to both transport processes, is measured using benthic flux chambers. The nondiffusive flux component can be evaluated by subtracting the diffusive flux, calculated from pore water profiles, from the total flux. It is useful to model transport processes to understand the interplay between sedimentary reactions, such as reactions in the burrows and burrow walls, and transport through the burrows which together produce the nondiffusive flux.

We have modeled the process using a method that was pioneered by Christiansen et al. (1984) and Emerson et al. (1984) and placed in a theoretical framework by Boudreau (1984). The procedure treats solute transport by irrigation as a quasi-one-dimensional process in which the transport by irrigation between overlying water and bulk sediments, at a given depth in the sediment column, is calculated as the product of a transport parameter (\( \alpha \), in units of \( \text{time}^{-1} \)) and the difference in concentration of a solute between the pore waters at the given depth and bottom water. Then, the integrated flux from sediments to bottom water due to irrigation is calculated by:

\[
F_{irr} = \int_{0}^{L} \alpha(x) (C(x) - C_{bw}) dx
\]

(Equation 4)
\( \phi \) is sediment porosity, \( C \) is the concentration of the solute in pore water, \( x \) denotes depth below the sediment-water interface, and \( L \) is the maximum depth in the sediments to which irrigation occurs. We calculate a “transport-only” \( \alpha \) by incorporating this transport term in a model of the time-varying distribution of the non-reactive solute, \( Br^-, \) which we have added to the overlying water of a flux chamber at the start of a chamber deployment (Martin and Banta, 1992; Martin and Sayles, 2004).

In order to examine the transport of other, reactive solutes, we have introduced two modifications into equation 4. First, we assume that the rate-limiting step in the transport of dissolved solutes by irrigation is diffusion across burrow walls. Then, \( \alpha \) for solute \( i \) can be calculated from the value determined from equation 4 and \( Br^- \) data by

\[
\alpha_i = \alpha_{Br^-} \frac{D_i}{D_{Br^-}} \quad \text{(Equation 5)}
\]

Second, we allow for the possibility that reactions within burrows, their walls, and the surrounding sediments may either enhance or diminish the irrigation flux relative to that which would be inferred from the \( Br^- \) data (Boudreau, 1984; Aller, 2001). For this purpose, we introduce a “reaction factor” for solute \( i \), \( f_i \). The resulting, more general expression for nondiffusive transport of solute \( i \) (\( I_i \)) is:

\[
\int_0^L I_i(x)dx = \int_0^L \alpha_{Br^-}(x) \frac{D_i}{D_{Br^-}} f_i(\phi(C_i(x) - C_{i,bw}))dx \quad \text{(Equation 6)}
\]

In principle, \( f_i \) may vary with depth below the sediment-water interface, but our data only allow the calculation of a depth-averaged value. \( f_i \) is calculated by comparing the sum of the diffusive flux, calculated from the pore water gradient at the sediment-water interface (\( F_D \)), and the “transport-only” irrigation flux for solute \( i \) (equation 6 with \( f_i = 1 \), with \( C(x) \) from the pore water profile of \( i \) (\( F_i \)) to the chamber-determined flux (\( F_C \)):
\[ f_i = \frac{F_{C,i}}{F_{D,i} + F_{I,i}} \]  

(Equation 7)

A value of \( f_i > 1 \) indicates that reactions in and around burrows enhance the non-diffusive transport of solute \( i \), while a value \(< 1\) indicates that such reactions inhibit transport.

4. RESULTS AND DISCUSSION

The accumulation of RSM in marine sediments has been related to the bottom water dissolved \( O_2 \) concentration, the rate of organic matter oxidation, and sedimentary Fe and S cycling (e.g. Barnes and Cochran, 1993; Crusius et al., 1996; Zheng et al., 2000, 2002a; McManus et al., 2005). Therefore, in order to set the stage for our discussion of RSM diagenesis, it is necessary to first discuss organic matter oxidation and redox horizons at the Hingham Bay site.

4.1. Organic Matter Oxidation

Organic matter oxidation was quantified using pore water and benthic flux data. Pore water data from three time points in 2001 and 2002 are shown in Figure 2. The agreement between two or three cores at each time was very good, as is illustrated by the \( NH_4^+ \) versus TCO\(_2\) plots in January and September 2002 (Fig. 2). The results are typical of a high-flux, shallow water sedimentary system. Near-interface concentrations of TCO\(_2\) and \( NH_4^+ \) are lower in winter and spring than in the early fall. The seasonal increase was greater in 2002 than in 2001, consistent with the observation that 2002 was a year of higher regional productivity. In addition, there is a zone of apparent net \( NH_4^+ \) removal in the upper \(~1-2\) cm of the sediments in winter and spring, but not in early fall, which was a time of highest productivity and water temperature and lowest bottom water \( O_2 \).
concentration. Plots of NH$_4^+$ concentration versus TCO$_2$ concentration in pore waters yield a net production ratio of 0.15±0.03 mol N /mol C over the 2001-2004 period (Fig. 2), very near the N/C ratio in Redfield organic matter. Therefore, since NH$_4^+$ is released subsequent to oxic organic matter oxidation by suboxic and anoxic processes the sediments are dominated by these processes, especially Fe oxide and sulfate reduction.

Diffusive fluxes of TCO$_2$ and NH$_4^+$ across the sediment water interface, calculated from pore water profiles, are compared to direct, in situ flux measurements (Fig. 3) in Figure 4. In order to emphasize seasonal differences, data from 2001 to 2004 are plotted as flux versus Julian day of measurement, and the error bars on the flux chamber measurement reflect year-to-year as well as spatial variability. In general, directly measured fluxes are greater than diffusive fluxes, with the largest differences occurring in the June/July period. Independent measurements of nondiffusive solute transport rates (discussed below) showed that sediment irrigation was greatest in this time period. The exception to this generalization was in January 2001, when a large difference between direct and diffusive fluxes was measured despite an apparent absence of irrigation (see Fig. 4 caption).

We estimated the annual sediment-seawater exchange of NH$_4^+$, TCO$_2$, and O$_2$ by interpolating between flux chamber data points and calculating the area under the resulting curve. In making this calculation, because of uncertainty about the single January direct flux determination, we averaged the January pore water and flux measurements for TCO$_2$ and NH$_4^+$. The annual NH$_4^+$, TCO$_2$, and O$_2$ fluxes calculated in this way were 74, 876, and 1047 µmol cm$^{-2}$ y$^{-1}$, respectively. Thus, the N/C ratio in the total flux is 0.084, substantially lower than the production ratio in pore waters. This total
flux includes near-interface removal of NH$_4^+$ as well as more efficient transport of TCO$_2$ by irrigation, either because of ammonium adsorption to sedimentary solids or denitrification. The O$_2$/TCO$_2$ flux ratio is 1.2, which is close to estimates for the oxidation of marine organic matter by O$_2$ (~1.4, Anderson and Sarmiento, 1994). This result is consistent with recycling and reoxidation of reduced products of organic matter oxidation (in particular, Fe$^{2+}$ and S$^{2-}$) so that, although anoxic processes dominate sedimentary organic matter oxidation, O$_2$ remains the ultimate electron acceptor (e.g., Aller, 1994).

4.2. Sedimentary redox horizons

The accumulation of RSMs in sediments has been linked to bottom water O$_2$ concentration, Mn and Fe reduction and oxidation, and the presence of H$_2$S in pore waters. Distinct seasonal variations are evident. In January, bottom water O$_2$ is high (~380 µM), O$_2$ is completely removed from pore waters within 0.6 cm (based on pore water Fe$^{2+}$ concentrations), and the peak in pore water Mn$^{2+}$ concentration extends from 0.85–1.1 cm (Figure 5). In late summer/early fall, bottom water O$_2$ falls to 240 µM, penetration shoals to less than 0.25 cm (our thinnest sampling interval), and the pore water Mn$^{2+}$ peak narrows to 0–0.28 cm. The Fe$^{2+}$ concentration reaches values of up to 600–800 µM at its peak, which occurs from 2–5 cm below the interface. Fe$^{3+}$ is removed, presumably by oxidation, above its peak. The very small benthic flux of dissolved Fe (Fig. 3) shows that Fe is effectively trapped within the sediment column, undergoing repeated oxidation/reduction cycles before being buried. Fe$^{2+}$ appears to be removed from pore waters below its peak by precipitation as FeS. The scenario that most likely explains the pore water Fe$^{2+}$ and H$_2$S profiles is that the zones of iron oxide and sulfate reduction
overlap, leading to essentially complete removal of H$_2$S as FeS until the easily reducible Fe oxides are exhausted. At 6–8 cm below the sediment-water interface, the precipitation of FeS has completely removed Fe$^{2+}$ from the pore water, and H$_2$S begins to accumulate, rapidly reaching levels of 400–1000 µM (Fig. 5). In addition to these high levels of H$_2$S, at various depths shallower than 6–8 cm we measured several H$_2$S concentrations up to 15 µM, which is above our detection limit of ~2 µM. Therefore, our measurements do not preclude the presence of small quantities of H$_2$S in the pore waters shallower than 6–8 cm.

Measurements of excess $^{234}$Th in the sediments indicate that solid phase mixing may contribute to the internal cycle of reduced products of organic matter oxidation (e.g., Mn, Fe, and S). Although we do not have enough measurements to define seasonal trends (data not shown), the data imply that bioturbation mixing intensities are seasonally variable with lower mixing intensities in January and higher mixing intensities in summer and early fall (Table 2). The excess $^{234}$Th data show that a sedimentary constituent with a mean lifetime of ~1 month can be transported ~2.5–5 cm by bioturbation. Potential transport distances for longer-lived components that are produced in the upper 5–10 cm of the sediments are correspondingly longer. Because excess $^{234}$Th is introduced at the sediment surface, its penetration depth does not necessarily define the full depth of the rapidly mixed layer; the depth may be set by the presence of high H$_2$S concentrations in pore waters below 6–8 cm.

4.3. RSM: Pore water profiles
Pore water profiles of Fe, Mn, U, Re, and Mo from cores taken in January, June, and October of 2001 are shown in Figure 6. There are clear general trends in the profiles of dissolved U, Re, and Mo. Uranium and Re consistently decrease from the sediment-water interface to nonzero asymptotic values. The Mo profiles differ in that they show a near-surface zone of net release into the pore waters above the zone of net removal. Similar to U and Re, Mo also eventually decreases to a nonzero asymptotic concentration. The nonzero values at depth are observed in profiles obtained by both sectioning/centrifugation and gel probe equilibration. Although we cannot be certain that concentrations do not decrease further below our maximum sampled depth, the observed values are similar to those that have been found in other locations (Shaw et al., 1990; Klinkhammer and Palmer, 1991; Colodner et al., 1993; Zheng et al., 2000, 2002a; McManus et al., 2005; Morford et al., 2005).

Anomalous pore water features described in the caption to Figure 6 may have been caused by sampling artifacts (from exposure of probes to oxygen prior to probe deployment) or in situ processes not included in the model (irrigation). These features have been omitted from our detailed consideration of RSM diagenesis (Table 1). After the removal of these data, the pore water data for each RSM at each time point were combined into a single, “composite” profile by averaging points in the separate profiles collected from overlapping depth intervals (Fig. 7). The averaging process resulted in a profile-based error bar at each depth. Then, a $\chi^2$-minimization procedure (the Levenburg-Marquardt method, based on Press et al., 1986) was used with the model (equations 1–4) to describe the profiles in terms of the fitting parameters, $x_p$, $k_r$, $k_p$, and $C_\infty$. Ideally, if the calculated error bars (1σ) are appropriate and the model explains the trends in the data
well, \( \frac{\chi^2}{n} \sim 1 \) (Table 1). This condition is met reasonably well, with two notable exceptions: (1) the lack of deep data in January means that \( C_{eq} \) is not well constrained at that time; and (2) when there is a Mo maximum just below the sediment-water interface, the model underestimates its magnitude (see October). In order to fit this maximum better, there would have to be a depth-dependent \( k_r \) term. Model fits of the pore water data are shown in Figure 7.

4.4. RSM: Diagenesis

The mode of input of RSM to the sediments is important for both the calculation of net fluxes to the solid phase from pore water data and the interpretation of accumulation rates. In the simplest case, there is no net release of RSM to the pore waters from sedimentary solids. In this case, model parameter \( k_r = 0 \) and the differences between the accumulation rates of the different RSM are limited to differences in the depth (\( x_p \)) and rate (\( k_p, C_\infty \)) of loss. Changes over time would be driven largely by changes in \( x_p \), which in turn would relate to changes in organic matter input flux and/or bottom water \( O_2 \) concentration. Departures from this simple scenario are known or suspected for U and Mo. Sediment trap data and comparisons between pore water and solid phase data suggest an additional input of particulate non-lithogenic U that forms in the water column and is delivered to sediments; this fraction is labile under oxic conditions, but preserved in sedimentary solids when bottom water \( O_2 \) concentrations are <25 \( \mu M \) (Anderson, 1982; Zheng et al., 2002b). Several studies have documented a relationship between Mo and Mn oxides (Bertine and Turekian, 1973; Manheim, 1974; Colodner, 1991; Kato et al., 1995; Crusius et al., 1996; Morford and Emerson, 1999; Breckel et al., 2005), and U
has been associated with Fe oxides (McKee et al., 1987; Barnes and Cochran, 1993; Church et al., 1996; Duff et al., 2002). Associations between RSM and Mn and Fe oxides not only complicate primary inputs to the sediment column, but also raise the possibility of internal cycling of RSMs with Fe and Mn. In sediments like the Hingham Bay site where rapid bioturbation occurs, reduced, solid phase Fe and Mn may be mixed toward the sediment surface, where they may be re-oxidized. When Fe and Mn oxides form and precipitate from solution, they remove other elements through co-precipitation and/or adsorption. Both the oxides and the associated trace elements can be recycled many times before being lost to the water column or buried. We have used our pore water data, model, and in situ benthic chamber experiments to examine potential release of U, Re, and Mo from solids to pore waters or overlying waters at the Hingham site.

The composite pore water profiles (Fig. 7) and the parameters describing them (Table 3) show distinct differences between RSMs. Re is the simplest: its profile implies no layer of net release to the pore waters ($k_r = 0$) and its removal begins at the sediment-water interface ($x_p = 0$) at all three time points. Its rate of removal increases from January to October as the rate of organic matter oxidation in the sediments increases, bottom water $O_2$ concentration decreases, and redox horizons become shallower. U presents no strong evidence for a zone of net release to the pore waters: $k_r = 0$ in January and October, and the June profile can be fit equally well both with no net release, and with a small release near the sediment-water interface. U removal begins at $x_p = 0$ in January, but is deeper than that of Re in June and October (1.0–1.7 cm). Although the net removal of U begins at a shallower depth in October than in June, removal is slower, so that the asymptotic concentration is approached at ~7 cm in October. Mo removal is clearly
deeper than that of Re or U, which is consistent with previous observations (Colodner et al., 1993; Crusius et al., 1996; Morford et al., 2005). The values of \( x_p \) for Mo increase systematically from January to October, from 2.5–5.1 cm. As \( x_p \) increases, the rate of removal (\( k_p \)) increases markedly as well, with the result that the depth at which Mo reaches its asymptotic value is similar (5–6 cm) throughout the year. The model fits to Mo profiles imply that there is significant net release of Mo from the solid phase to pore waters at \( x < x_p \), with \( k_r \) increasing from January to October.

Two in situ benthic chamber experiments provide some insight into the mechanisms of release of Mo and possibly U from solids to pore waters. Re was not measured in these experiments. The benthic chambers can be operated either with or without an \( O_2 \)-control mechanism. In the configuration used for this study, the lowest value of chamber-water \( O_2 \) was 110–150 \( \mu \)M (Fig. 3B and C) when \( O_2 \) control was used. In January and October 2002, we also deployed chambers without \( O_2 \) control. In these chambers, the \( O_2 \) concentration was allowed to reach 40 \( \mu \)M (January) and 0 \( \mu \)M (October) (Fig. 3A and C). When chamber \( O_2 \) concentrations drop to low values, the \( O_2 \) penetration depth in the sediments decreases. Eventually, dissolved Mn and Fe are released from the sediments into the chamber. In January, there was a clear release of Mo that began when Mn was released at a slow rate and became more pronounced when Mn and Fe were released at a higher rate (~60 hrs). There was a possible release of U after Fe release began. In October, there were smaller releases of Mo and U at the end of the chamber deployment. These experiments provide evidence that Mo and U are associated with Mn and/or Fe oxides and that they are released on short time scales when Mn and Fe oxides are reduced. The smaller release in October may be related to internal cycling.
between reduced and solid phases. Kalnejais (2005) found that the release of three other trace metals (Ag, Cu, and Pb) to subsurface pore waters at this site was closely correlated to Fe release in January and June 2002, but that there was no release of these metals in October. It was hypothesized that repeated cycling of Fe and Mn between oxidized and reduced forms gradually removed adsorbed metals so that Ag, Cu and Pb were no longer associated with the oxides by October. A similar process may influence Mo and U cycling.

The decrease in the apparent release of U and Mo accompanying Mn and Fe reduction in October 2002 may not correlate with the 2001 pore water data. The appearance of H$_2$S in the pore waters was approximately 1 cm deeper in 2001 compared to 2002, and the zone of elevated dissolved Fe in 2001 was correspondingly thicker and at approximately double the concentration observed in 2002. This behavior is consistent with more extensive sulfate reduction in 2002, as would be expected from the observation of enhanced local productivity during that year (Libby et al., 2002, 2003). Our observation of more rapidly increasing TCO$_2$ and NH$_4^+$ in pore waters in 2002, relative to 2001 (Figure 2), is also consistent with an increase in the sulfate reduction rate. Thus, the balance between Fe release by biologically mediated reduction and the removal of pore water Fe by FeS precipitation was tipped more in favor of release of Fe$^{2+}$ to pore water in 2001 and precipitation in 2002.

With these interannual differences in mind, the deeper depths of net U removal from pore waters in June and October in 2001 may be explained by a balance between two chemically distinct, but spatially overlapping processes: a gradually increasing rate of release of U from Fe oxides as the rate of Fe reduction increased, and a competing
removal process under anoxic conditions in the sediments. The gradually increasing importance of net Mo release above \( x_p \) is also explained by an increasing release associated with Mn and perhaps Fe reduction.

The removal of Mo is closely related to the concentration of \( \text{H}_2\text{S} \). The conversion of aqueous molybdate to thiomolybdate is hypothesized to result in scavenging of Mo from sulfidic water (Helz et al., 1996; Erickson and Helz, 2000; Vorlicek and Helz, 2002; Vorlicek et al., 2004). Zheng et al. (2000) proposed that \(~0.1 \mu\text{M} \) sulfide is the minimum concentration required to begin Mo-Fe-S precipitation, while \(~100 \mu\text{M} \) sulfide is required for Mo precipitation without Fe. Therefore Mo reached its minimum concentration in Hingham Bay pore waters at the same depth at all times of year due to a nearly constant depth of \( \text{H}_2\text{S} \) appearance in pore waters.

These results show that the order of net removal depths of the three RSM under the same conditions at a single site was \( \text{Re} < \text{U} < \text{Mo} \). While there was no evidence that Re was supplied to the pore waters by diagenesis of solid phases, U and Mo appeared to be related to Fe and Mn oxides. These relationships, which can be expected to vary both temporally and spatially, played important roles in the cycling of U and Mo in the sediments. Some of the U and a larger fraction of the Mo that are removed to the solid phase may have been recycled within the sediments.

4.5. Nondiffusive Solute Transport

Nondiffusive transport by sediment irrigation is important to this study for two reasons. First, it may enhance the exchange of solutes between bottom water and sediments. If this is the case, the role of nondiffusive processes for RSM transport must
be evaluated for the significance of shallow water sediments to the marine budgets of these elements to be considered. Second, reactions in and around infaunal burrows may affect transport by irrigation, and the analysis of these reactions may lead to insights on the diagenesis of RSM. Here, we apply the model of equations 4–7 to the analysis of sediment irrigation at the Hingham Bay site by using the nonreactive tracer, Br\(^-\), to determine transport rates, and then applying the irrigation model to reactive solutes.

In this study, we do not have pore water profiles of Br\(^-\) at the end of chamber deployments (Martin and Banta, 1992; Martin and Sayles, 2004), but only changing Br\(^-\) concentrations with time in the chamber overlying water (Fig. 8). Thus, we have no information on the depth-dependence of \(\alpha\) (Equation 4). In the absence of this information, we have assumed a simple depth-dependence for \(\alpha_{\text{br}}\): constant from 0–8 cm below the interface, in the region above the zone of high H\(_2\)S concentrations, and zero below that. The values derived from this assumption are applied to other solutes. In Figure 8, we compare the fits to Br\(^-\) concentration vs. time data using this form of \(\alpha\) to those made assuming \(\alpha\) decreases exponentially with increasing depth below the interface. In the latter case, \(\alpha\) remains nonzero well into the zone of high H\(_2\)S concentrations.

The Br\(^-\) model was applied to eight benthic chamber deployments between June 2001 and June 2004, and in five cases the model explained the results quite well (see Fig. 8 caption). The seasonal distribution of \(\alpha\) values is shown in the top panel of Figure 4. In the figure, the open symbols in the \(\alpha\) panel refer to chamber 3 from June 2001 (June 2001ch3) and May 2002 chambers, in which the model did not fit the data well. The observation of maximum \(\alpha\) values in early summer agrees with the additional observation
of maximal differences between total and diffusive fluxes of NH$_4^+$ and TCO$_2$ during the same time period. The large difference between diffusive and total TCO$_2$ fluxes in January cannot be explained by irrigation.

We assess the importance of nondiffusive transport to sediment-seawater exchange of U and Mo by comparing diffusive fluxes, calculated from pore water profiles, to fluxes determined using in situ benthic flux chambers. In order to gain insight into the processes that control nondiffusive solute exchange, we compare results for the metals to similar data for TCO$_2$ and NH$_4^+$, the most abundant dissolved products of organic matter oxidation at this site. We carry out our analysis at the sampling times when Br$^-$ tracer data were adequately explained by our irrigation model. For U and Mo, these times are June 2001, January 2002, and October 2002. Pore water data used in the analysis come from January, June, and October 2001. Thus, we have assumed that inter-annual differences between pore water profiles in January and October are small compared to their large scale features. At each time point, we use the composite profiles resulting from fits of our RSM pore water model to represent the pore water profiles (Figure 7). For TCO$_2$ and NH$_4^+$, we use the flux chamber experiments noted above and June 2004; pore water data collected at the same time as the corresponding flux chamber experiments were used for these calculations. In the case of TCO$_2$ and NH$_4^+$, the January 2002 flux chamber experiment gave anomalously large fluxes that could not be explained by nondiffusive transport; the additional TCO$_2$ and NH$_4^+$ most likely came from reaction of material on the sediment surface. While we plot these data with the rest, we omit them from calculations of averages.
Nondiffusive solute transport is a major contributor to sediment-seawater exchange at the Hingham Bay site, particularly in the summer (Fig. 9A). If nondiffusive transport was negligible, then the ratio of the chamber flux, which represents the total flux, to the diffusive flux calculated from the pore water profiles would be equal to one. As nondiffusive transport becomes more important, this ratio will become greater than one. The ratios of chamber flux to diffusive flux average 3.3±1.1 for TCO$_2$, 1.9±0.4 for NH$_4^+$, 4.8±3.9 for U, and 24±11 for Mo.

In order to explore the reasons for the differences between the solutes, we use the model of equations 6 and 7 to determine the depth-averaged “reaction parameter”, $f_i$, for TCO$_2$, NH$_4^+$, U, and Mo. The values of $f_i$ are shown in Figure 9B. At every time point, $f_{\text{NH}_4^+} < f_{\text{TCO}_2}$. Accounting for the variation in the calculation (excluding January 2002) $f_{\text{TCO}_2}$ is indistinguishable from one (1.17±0.30), while $f_{\text{NH}_4^+}$ is slightly less than one (0.69±0.40). This result is consistent with the pore water profiles of the two solutes (Fig. 2), which show that, at some times of year, there is an apparent zone of net NH$_4^+$ removal at and just below the sediment water interface, while no such zone is apparent for TCO$_2$. NH$_4^+$ removal may be by adsorption to solids or denitrification. An analogous zone may occur along the walls of burrows that are exposed to oxygenated bottom water during flushing events. $f_U$ is similar to that for TCO$_2$, but more variable (1.29±0.73). If TCO$_2$ represents a solute whose irrigation flux is not affected by reactions in and around burrows at this site, then U appears to behave conservatively during irrigation as well. $f_U$ depends directly on the value of the diffusion coefficient for U. If we have overestimated the U diffusion coefficient, then we have underestimated $f_U$ (see section 3.1). A value of $f_U$ significantly greater than one would imply enhanced U uptake due to reactions in and
around burrows. Two possibilities are: (1) coprecipitation with Fe and/or Mn oxides, which may form in burrow walls when dissolved Fe and Mn encounter oxygenated burrow water (Aller and Aller, 1986), or (2) removal of U by processes similar to those that drive U loss from pore water to solids in bulk sediments. In contrast to U, $f_{Mo}$ is both variable and, on average, greater than one (4.8±4.3). In June 2001, when $\alpha_{Br}$ was large (0.5 y$^{-1}$), $f_{Mo}$ was 0.25, a value that indicates that the chamber flux from overlying water into the sediments was much smaller than the calculated transport-only flux. An explanation for this observation is that exposure to oxygenated water may have caused oxidative release of Mo to solution near burrows, reducing the burrow/pore water Mo concentration gradient. At the two time points when $\alpha_{Br}$ was small (October 2002, January 2002: $\alpha_{Br} \sim 0.03$ y$^{-1}$), $f_{Mo}$ was very large (5.3 – 8.8). Such a large value would occur if reactions at the burrow walls, similar to those described above for possible U uptake, enhanced Mo uptake. Consistent with Mo pore water profiles, Mo can undergo both release from and uptake to solids, with the balance between the two processes depending on small changes in the environment. The very large swings in $f_{Mo}$ are most likely due to the large difference between $[Mo]_{bw}$ (~110 nM) and $[Mo]_{\infty}$ (~10 nM). Because of this large difference, potential irrigation fluxes are very large.

4.7. Accumulation of authigenic U and Mo

The sedimentary solids at the Hingham Bay site have 7.5x10$^{-4}$ mol/g$_{sed}$ (~42,000 ppm) Fe and 1.1x10$^{-5}$ mol/g$_{sed}$ (600 ppm) Mn, and there is a distinct maximum in solid phase Mn concentration at the sediment-water interface and a less readily apparent Fe maximum (Fig. 10). Mo tends to have higher concentrations in the upper 1 cm than in the
sediments immediately below 1 cm, presumably due to adsorption to Mn oxides in surface sediments, but there is little trend discernible in solid phase U over this interval. Below 1 cm, U increases rapidly from an average of 1.12 to 1.6 (x10^8) mol/g_{sed} (2.67±0.05 to 3.8±0.3 ppm) at 10–15 cm. Mo also has a zone of rapid increase, starting at ~2.5 cm and continuing to 10 cm. The Mo increase is from 1.5 to 4.2 (x10^8) mol/g_{sed} (1.4±0.1 to 4.0±0.6 ppm). These zones of increasing solid phase concentration correspond closely to those that would be predicted from the pore water profiles (see sections 4.3 and 4.4). Therefore, the solid phase profiles are consistent with the accumulation of 4.6x10^-8 mol/g_{sed} (1.1±0.4 ppm) of authigenic U and 2.8x10^-8 mol/g_{sed} (2.7±0.6 ppm) of authigenic Mo. Because of the complicated recent sedimentation history of the site, we cannot make rigorous predictions of the concentrations of authigenic U and Mo that would result from the measured loss rates from solution. Instead, we note first that the average sedimentation rate from 1978–2000 was 0.6 cm y^{-1}. At this rate, over 13 cm of sediment would have accumulated during that time span; a 13 cm sediment layer includes the region over which U and Mo increase in concentration. We assume that the processes removing U and Mo from solution have not changed significantly over that period, so that the loss rates from solution (F_{loss}) can be calculated from: (a) the downward diffusive flux of the RSM at x=x_p (Table 3), or (b) the average flux into the sediments measured by the benthic flux chambers (Table 4). We then calculate the predicted authigenic RSM concentration (C_{auth}) as a function of the sedimentation rate (w), and sediment density (\rho_s):\n\[ C_{auth}(\text{nmol/g}_{sed}) = \frac{F_{loss}(\text{pmol/cm}^2\text{y}) \times 10^{-3}}{\rho_s(1-\phi)w} \] (Equation 8)
The result of this calculation is shown in Figure 11. Although there are clearly large uncertainties associated with the calculation, the ranges of observed authigenic U and Mo coincide with the combination of loss rates from benthic flux chamber determinations and the average sedimentation rate over the 1978–2000 time period. Authigenic U and Mo concentrations predicted using diffusive fluxes determined from pore water profiles are substantially lower.

4.8 Importance of shallow sediments for marine budgets of U, Re, and Mo

Accumulation rates of U, Mo, and Re have been determined at several locations with water depths less than 1000 m, including sites on both the Pacific (Zheng et al., 2000, 2002a; McManus et al., 2005; Morford and Emerson, 1999; Nameroff et al., 2002; Morford et al., 2005) and Atlantic (Zheng et al., 2002a; Sundby et al., 2004; this work) margins. Studies on the Pacific margin have included several locations in the California borderlands with low bottom water O₂ levels. However, none of the studies prior to this one have included sites at water depths less than 100 m and few studies have been done at sites with extremely high organic matter oxidation rates (Table 5). The study site examined in this work is very shallow (5 m) and has a very high organic matter oxidation rate (880 µmol cm⁻² y⁻¹). Therefore, it serves as an “end-member” shallow water sediment site, and differences between our results and the patterns found in earlier studies can serve as a guide for the importance of shallow-water, coastal sediments to the marine budgets of U, Mo, and Re.

The first result from the Hingham Bay site that stands out is the importance of sediment irrigation to the accumulation of RSMs. When we used diffusive fluxes
calculated from pore water profiles to estimate the accumulation of RSM, we obtained similar rates to those found in the Santa Barbara Basin (Zheng et al., 2000), the NW U.S. margin (Morford et al., 2005), and the Laurentian Trough (Sundby et al., 2004). However, we found that the nondiffusive fluxes of U and Mo greatly enhanced the calculated uptake of these metals and that the authigenic metal concentrations predicted from benthic chamber fluxes matched observed solid phase concentrations. The authigenic U and Mo accumulation rates determined with benthic chamber fluxes at the Hingham site are the largest that have been reported to date (Tables 4 and 5). Since sediment irrigation begins to be important at benthic organic matter oxidation rates of ~70 µmol C cm$^{-2}$ y$^{-1}$ (Jahnke, 2001), it will be important to include the contribution of nondiffusive transport to RSM uptake in shallow water sediments.

In addition, this study confirms recent work showing that, if the rate of organic matter oxidation is sufficiently high, rapid accumulation of RSMs can occur even when the bottom water O$_2$ concentration is high (McManus et al., 2005; Sundby et al., 2004). At the Hingham Bay site, with bottom water O$_2$ concentrations ranging from 240–380 µM, diffusive uptake of Re was similar to that measured on the NW Pacific margin, where bottom water O$_2$ was 25-100 µM (Morford et al., 2005). Note that our results may underestimate uptake of Re at Hingham Bay, since we do not include irrigation-driven uptake for Re. Total uptake of U and Mo was similar to, or greater than, rates measured in the Santa Barbara Basin (Zheng et al., 2000, 2002a). The O$_2$ penetration depth at Hingham was similar to those measured at many other sites (0.2-0.6 cm), but the supply of labile organic matter was great enough to fuel the rapid anoxic diagenesis that appears to control RSM uptake.
There was uptake of U, Re and Mo at all times of year. Therefore, at least at a site with rapid organic matter oxidation and sulfidic pore waters throughout the year, potential recycling of RSM with deeper O$_2$ penetration in the winter did not occur. This result strengthens the case for an important role for shallow-water sediments in the marine budgets of U, Mo, and Re. In future work, it will be important to continue to fill the large gap in RSM uptake data that remains by measuring their accumulation in margin sediments with organic matter oxidation rates in the range from 200–850 µmol C cm$^{-2}$ y$^{-1}$.

5. CONCLUSION

At the Hingham Bay site, the input of U and Re to sediments is via solute transport; however, in surface sediments there is a net release of Mo from the solid phase to pore waters that increases from January to October, most likely related to Mo release during Mn and possibly Fe oxide reduction. Removal of Re to the solid phase begins at the sediment-water interface, and the rate of removal increases seasonally as the redox horizons become shallower. U removal is deeper than that of Re during the summer and fall. The depth of removal for Mo is deeper than either U or Re and increases systematically from January to October, although the depth at which Mo reaches its minimum concentration is seasonally unchanged and apparently related to the appearance of H$_2$S in pore waters. In situ experiments with benthic chambers that reached low chamber O$_2$ concentrations suggest that Mo and U are associated with Mn and Fe oxides.
in surface sediments and can be released on short timescales when Mn and Fe oxides are reduced.

Comparisons between calculated and *in situ* measured diffusive fluxes suggest that nondiffusive solute transport is a major contributor to sediment-seawater exchange at the Hingham Bay site. U appears to behave conservatively during irrigation whereas Mo appears to undergo both release from and uptake to burrow walls.

Calculations using the total flux from benthic chamber measurements and the estimated current sedimentation rate accurately predict the measured authigenic U and Mo sediment concentrations. The consistent direction of fluxes into sediments for U, Mo and Re points to coastal sediments with high organic matter oxidation rates and sulfidic pore waters as a sink for these RSM regardless of season. Reducing shallow sediments are comparable to or greater than continental margin sediments as a sink for U, Re and Mo. The rapid, seasonal cycling of Mn and Fe oxides in shallow sediments has the potential to complicate the accumulation of U and Mo since they appear to co-cycle with these oxides. However, at the Hingham Bay site, which had rapid organic matter oxidation and sulfidic pore waters throughout the year, recycling of RSMs with deeper $O_2$ penetration in the winter did not occur. Re does not appear to be associated with Mn or Fe oxides, which suggests that reducing shallow sediments present a simple sink for authigenic Re that is comparable to continental margin sediments. Although quantifying the global area of fine-grained, reducing shallow sediments may be problematic, these sediments are a sink for these RSM and should be included in any global mass balance of these elements.
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Table 1. Inputs for RSM model fits to composite pore water profiles.

<table>
<thead>
<tr>
<th>Sampling</th>
<th>Included data</th>
<th>Omitted data and rationale</th>
<th>Data used for model:</th>
<th>$\chi^2$</th>
<th>$\chi^2/n$</th>
<th>$D_{sw}$ cm$^2$/y</th>
<th>Porosity</th>
<th>$\nu$-1</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Range of std. n dev. at each depth</td>
<td></td>
<td></td>
<td>a</td>
<td>b</td>
<td>c</td>
</tr>
<tr>
<td>U</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Jan 01</td>
<td>All profiles</td>
<td>Deepest 2 points: inordinate effect</td>
<td>12 0.62 - 1.77</td>
<td>4.2</td>
<td>0.35</td>
<td>170</td>
<td>.770</td>
<td>.154</td>
</tr>
<tr>
<td>June 01</td>
<td>Cores 1,2,3</td>
<td>Probe: high at interface; unusual slope</td>
<td>25 av: 0.5 +/- 0.4 (0.3 - 1.0)</td>
<td>$k_r=0$: 48.6</td>
<td>1.9</td>
<td>1.9</td>
<td>224</td>
<td>.770</td>
</tr>
<tr>
<td>Oct 01</td>
<td>Cores 2 &amp; 3</td>
<td>Core 1: burrow Probe: possible Fe oxidation</td>
<td>21 av: 0.6 +/- 0.4 (0.5-1.5)</td>
<td>37.1</td>
<td>1.8</td>
<td>238</td>
<td>.772</td>
<td>.116</td>
</tr>
<tr>
<td>Re</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Jan 01</td>
<td>Core 1 &amp; 3; Part of probe</td>
<td>Core 2: high at interface; unusual slope Probe: omit 0.15, 3.9, 6 cm</td>
<td>16 2.7 +/- 2.5 (0.2 - 6.6)</td>
<td>154.4</td>
<td>9.6</td>
<td>158</td>
<td>.770</td>
<td>.154</td>
</tr>
<tr>
<td>June 01</td>
<td>Parts of all</td>
<td>Subsurface max in core 1 and probe</td>
<td>19 2.2 +/- 1.3 (0.7-4.1)</td>
<td>35.1</td>
<td>1.8</td>
<td>208</td>
<td>.770</td>
<td>.154</td>
</tr>
<tr>
<td>Oct 01</td>
<td>Cores 2 &amp; 3 Part of probe</td>
<td>Core 1: burrow Probe: 5.0-10.0 cm possible Fe oxidation</td>
<td>28 5.9</td>
<td>15.0</td>
<td>0.53</td>
<td>221</td>
<td>.772</td>
<td>.116</td>
</tr>
<tr>
<td>Mo</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Jan 01</td>
<td>All profiles</td>
<td>Deepest 2 points: inordinate effect</td>
<td>16 5.8 +/- 7.6 (big: 6.8 cm)</td>
<td>16.6</td>
<td>1.0</td>
<td>170</td>
<td>.770</td>
<td>.154</td>
</tr>
<tr>
<td>June 01</td>
<td>Cores 1, 2, 3</td>
<td>Probe: unusual peak in upper 1 cm</td>
<td>27 6.8 +/- 7.3 (used 6.75, all pts)</td>
<td>20.2</td>
<td>0.75</td>
<td>224</td>
<td>.770</td>
<td>.154</td>
</tr>
<tr>
<td>Oct 01</td>
<td>Cores 2 &amp; 3</td>
<td>Core 1: burrow Probe: possible Fe oxidation</td>
<td>22 3.8 +/- 3.2 (0.6 - 12.6)</td>
<td>22.0</td>
<td>1.0</td>
<td>238</td>
<td>.772</td>
<td>.116</td>
</tr>
</tbody>
</table>
Table 2. Bioturbation mixing intensities in Hingham Bay as determined by excess $^{234}$Th in sediments.

<table>
<thead>
<tr>
<th>Date</th>
<th>Bioturbation mixing intensity (cm$^2$ y$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>January 2002</td>
<td>$3 \pm 1$</td>
</tr>
<tr>
<td>June 2004</td>
<td>$20 \pm 3$</td>
</tr>
<tr>
<td>October 2002</td>
<td>$24 \pm 5$</td>
</tr>
<tr>
<td>October 2003</td>
<td>$6 – 15^*$</td>
</tr>
</tbody>
</table>

*Note: The range in mixing intensity for October 2003 depends on how the instrument blank is subtracted from the data.*
Table 3. Best-fit model parameters for fitting the RSM composite profiles. The best values for the four variable parameters (k_r, k_p, x_p and C_{eq}) are presented along with the diffusive flux across the sediment-water interface (F_0), the diffusive flux calculated at the depth of removal (F_{xp}), and their averages, standard deviations and percent relative deviations (%RSD). The June 2001 U data is modeled with both zero and non-zero k_r; however, the quality of the model fit is similar and the resulting diffusive fluxes differ by ~30%. When there is no additional source of RSM from release from solid phases in surface sediments (k_r=0), then the flux across the sediment-water interface must be equivalent to the diffusive flux calculated at the depth of removal (F_0=F_{xp}).

<table>
<thead>
<tr>
<th>Time</th>
<th>k_r (pmol cm^{-3} yr^{-1})</th>
<th>k_p (y^{-1})</th>
<th>x_p (cm)</th>
<th>C_{eq} U, Mo (nM); Re (pM)</th>
<th>F_0 (pmol cm^{-2} yr^{-1})</th>
<th>F_{xp} (pmol cm^{-2} yr^{-1})</th>
</tr>
</thead>
<tbody>
<tr>
<td>Uranium</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Jan 01</td>
<td>0.0</td>
<td>133</td>
<td>0.00</td>
<td>2.59</td>
<td>-1140</td>
<td>-1140</td>
</tr>
<tr>
<td>Jun 01 a</td>
<td>0.0</td>
<td>208</td>
<td>1.71</td>
<td>3.28</td>
<td>-493</td>
<td>-493</td>
</tr>
<tr>
<td>Jun 01 b</td>
<td>230</td>
<td>198</td>
<td>1.45</td>
<td>3.27</td>
<td>-335</td>
<td>-632</td>
</tr>
<tr>
<td>Oct 01</td>
<td>0.0</td>
<td>13.5</td>
<td>1.00</td>
<td>2.24</td>
<td>-242</td>
<td>-242</td>
</tr>
<tr>
<td>Average</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>-620</td>
<td>-620</td>
</tr>
<tr>
<td>± std dev (%RSD)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>± 460 (74%)</td>
<td>± 460 (74%)</td>
</tr>
<tr>
<td>Rhenium</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Jan 01</td>
<td>0.0</td>
<td>26.9</td>
<td>0.00</td>
<td>13.6</td>
<td>-1.42</td>
<td>-1.42</td>
</tr>
<tr>
<td>Jun 01</td>
<td>0.0</td>
<td>36.2</td>
<td>0.00</td>
<td>13.8</td>
<td>-1.87</td>
<td>-1.87</td>
</tr>
<tr>
<td>Oct 01</td>
<td>0.0</td>
<td>68.0</td>
<td>0.00</td>
<td>10.7</td>
<td>-2.52</td>
<td>-2.52</td>
</tr>
<tr>
<td>Average</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>-1.94</td>
<td>-1.94</td>
</tr>
<tr>
<td>± std dev (%RSD)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>± 0.55 (28%)</td>
<td>± 0.55 (28%)</td>
</tr>
<tr>
<td>Molybdenum</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Jan 01</td>
<td>557</td>
<td>22.3</td>
<td>2.49</td>
<td>12.8</td>
<td>-1000</td>
<td>-2220</td>
</tr>
<tr>
<td>Jun 01</td>
<td>727</td>
<td>103</td>
<td>4.23</td>
<td>10.3</td>
<td>-541</td>
<td>-3150</td>
</tr>
<tr>
<td>Oct 01</td>
<td>866</td>
<td>1800</td>
<td>5.12</td>
<td>6.7</td>
<td>261</td>
<td>-3310</td>
</tr>
<tr>
<td>Average</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>-430</td>
<td>-2890</td>
</tr>
<tr>
<td>± std dev(%RSD)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>± 640 (150%)</td>
<td>± 590 (20%)</td>
</tr>
</tbody>
</table>
Table 4. Measured chamber fluxes for U and Mo; Re was not measured in chamber samples. Note that both January 2002ch4 and September 2002ch4 were not oxygen-controlled.

<table>
<thead>
<tr>
<th>Chamber</th>
<th>U</th>
<th></th>
<th>Mo</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>nmol cm(^{-2}) d(^{-1})</td>
<td>pmol cm(^{-2}) y(^{-1})</td>
<td>nmol cm(^{-2}) d(^{-1})</td>
<td>pmol cm(^{-2}) y(^{-1})</td>
</tr>
<tr>
<td>Jan 02ch4</td>
<td>-0.0036</td>
<td>-1300</td>
<td>-0.0630</td>
<td>-2300</td>
</tr>
<tr>
<td>Jun 01ch3</td>
<td>-0.0102</td>
<td>-3720</td>
<td>-0.0206</td>
<td>-7520</td>
</tr>
<tr>
<td>Sep 02ch3</td>
<td>-0.0035</td>
<td>-1280</td>
<td>-0.0214</td>
<td>-7810</td>
</tr>
<tr>
<td>Sep 02ch4</td>
<td>-0.0028</td>
<td>-1030</td>
<td>-0.0258</td>
<td>-9420</td>
</tr>
<tr>
<td><strong>Average</strong></td>
<td><strong>-0.0050</strong></td>
<td><strong>-1800</strong></td>
<td><strong>-0.0330</strong></td>
<td><strong>-11900</strong></td>
</tr>
<tr>
<td><strong>(± std dev)</strong></td>
<td><strong>± 0.0035</strong></td>
<td><strong>± 1300</strong></td>
<td><strong>±0.0200</strong></td>
<td><strong>± 7400</strong></td>
</tr>
</tbody>
</table>
Table 5. Compilation of U, Re and Mo fluxes into a range of locations. Positive fluxes are fluxes into sediments. For the Hingham Bay data, fluxes are presented from pore water profiles (PW) and from flux chambers (FC). Re was not measured in the flux chamber samples and is therefore not included for the latter value. Water depth, bottom water oxygen concentration ([O$_2$]$_{bw}$), oxygen penetration depth into the sediments (O$_2$,$_{pen}$), organic carbon oxidation rate, and sediment accumulation rate are compiled from the cited literature and references therein. Southern basins from the California margin include Tanner, Catalina, San Pedro, Santa Monica and San Clemente basins. Santa Barbara Basin is listed separately.

<table>
<thead>
<tr>
<th>Location</th>
<th>Water depth (m)</th>
<th>[O$<em>2$]$</em>{bw}$ (µM)</th>
<th>O$<em>2$$</em>{pen}$ (cm)</th>
<th>C$_{org}$ oxidation rate (µmol cm$^{-2}$ y$^{-1}$)</th>
<th>Sediment acc rate (g cm$^{-2}$ y$^{-1}$)</th>
<th>RSM Fluxes U (nmol cm$^{-2}$ y$^{-1}$)</th>
<th>Re</th>
<th>Mo</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hingham Bay, MA$^{a}$</td>
<td>5</td>
<td>240-380</td>
<td>0.2-0.6</td>
<td>880</td>
<td>0.054</td>
<td>PW: 0.2 - 1.1</td>
<td>1.4-2.5 x10$^{-3}$</td>
<td>2.2 - 3.3</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>FC: 1.0 - 3.7</td>
<td></td>
<td>7.5 - 22</td>
</tr>
<tr>
<td>Laurentian Trough$^{b}$</td>
<td>331-455</td>
<td>0.4-0.8</td>
<td>55-165</td>
<td>0.03 - 0.3</td>
<td>0.17 - 0.76</td>
<td>1.2-2.4 x10$^{-3}$</td>
<td>0.26 - 4.5</td>
<td></td>
</tr>
<tr>
<td>Mid-Atlantic Bight$^{d}$</td>
<td>500-2000</td>
<td>190-270</td>
<td>12-200</td>
<td>0.03 - 0.04</td>
<td>0.07 - 0.27</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>California Margin</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Central Margin$^{c,d,e}$</td>
<td>670-3595</td>
<td>18-133</td>
<td>0.2-2.9</td>
<td>26-88</td>
<td>0.004 - 0.01</td>
<td>0.05 - 0.40</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Southern basins$^{a}$</td>
<td>896-3707</td>
<td>8-132</td>
<td>0.16-2.9</td>
<td>15-73</td>
<td>0.003 - 0.03</td>
<td>0.02 - 0.43</td>
<td></td>
<td></td>
</tr>
<tr>
<td>S.Barbara Basin</td>
<td>340-590</td>
<td>3 - 25</td>
<td>230$^{d}$</td>
<td>0.065 - 0.24</td>
<td>0.6 - 1.9$^{d}$</td>
<td>0.5-13$^{f}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>NW US Margin$^{g}$</td>
<td>100-2000</td>
<td>25-100</td>
<td>0.3-0.9</td>
<td>15-730$^{h}$</td>
<td>0.03 - 0.04</td>
<td>0.06 - 0.1</td>
<td>1.0-2.9 x10$^{-3}$</td>
<td></td>
</tr>
</tbody>
</table>

a. This work; b. Sundby et al. (2004); c. Klinkhammer and Palmer (1991); d. Zheng et al. (2002a); e. McManus et al. (2005); f. Zheng et al. (2000); g. Morford and Emerson (1999), Morford et al. (2005); h. Hartnett and Devol (2003).
FIGURE CAPTIONS

Figure 1: Location of the Hingham Bay site in southeastern Boston Harbor. The location of the effluent outfall 15.2 km offshore in Massachusetts Bay is included for reference.

Figure 2: Pore water NH$_4^+$ and TCO$_2$ concentration data from 2001 and 2002. In each of the four concentration versus depth plots, a representative core is illustrated from each time point. Two or three cores were sampled at each time, and when three cores were analyzed, the third core was the control core for the gel probe study as described in the methods section. The profiles showed little spatial variability. All three cores are shown in the NH$_4^+$ versus TCO$_2$ concentration plots from January and September 2002.

Figure 3: Concentration versus time in overlying water in the flux chambers. Filled symbols denote “standard” flux chambers, while open symbols denote “O$_2$-controlled” chambers. Lines illustrate the time range of the data used to calculate fluxes. In the case of O$_2$-controlled chambers, fluxes are calculated from the difference between a “steady-state” O$_2$ value and bottom water [O$_2$] (see text). Figures 3A, B and C represent winter, late spring/early summer and early fall deployments.

Figure 4: The top panel shows values of the irrigation rate parameter ($\alpha$, see text) derived from Br$^-$ loss from the overlying water in flux chambers. The three lower panels show fluxes across the sediment water interface in $\mu$mol cm$^{-2}$ yr$^{-1}$. Fluxes of NH$_4^+$ and TCO$_2$ are directed out of the sediments, while O$_2$ fluxes are directed into the
sediments. Fluxes calculated from both the pore water gradient across the sediment-water interface (open triangles) and \textit{in situ} flux chambers (filled circles) are shown for TCO$_2$ and NH$_4^+$. For the pore water-based fluxes, each symbol is the average flux from two or three cores taken at a given time point. The flux chamber values are average values from deployments at the same time of year, but not always in the same year; therefore, they include inter-annual as well as small-scale spatial variability. Only one flux chamber measurement was made in January and resulted in large difference between direct and diffusive fluxes despite an apparent absence of irrigation. This anomalous result could be caused by spatial heterogeneity, as there was only a single January benthic flux chamber deployment, or it may have been the result of reactions at the sediment surface not resolved by pore water profiles.

\textit{Figure 5}: Pore water data from the Hingham Bay site at three times of year in 2001 and 2002. When more than one profile was obtained at a given time point, results were averaged and the error bar is the standard deviation, indicating small-scale spatial variability. The seasonal shoaling of the appearance of dissolved Fe$^{2+}$ was more pronounced in 2002 than in 2001.

\textit{Figure 6}: Pore water trace metal profiles from 2001. Profiles from sectioned and centrifuged cores are shown with open symbols, whereas profiles from gel probe equilibrations, including gel sections sampled above the sediment-water interface, are shown by + symbols. Core #3 was sectioned ~ 24 hours after collection, and the similarity among profiles for cores 1, 2 and 3 gives no indication that core #3 profiles were affected by the delay. In June, the gel probe profile has elevated
values of Mn, U, and Mo near the sediment-water interface and a pronounced subsurface maximum in Re that coincides with a smaller maximum in a sectioned core profile. Since early summer is the period of maximum sediment irrigation, the probe core may have been affected by oxidation in the vicinity of an infaunal burrow. In October, the gel probe profile shows elevated values of Fe and RSMs, particularly between ~2 – 10 cm, high values of RSMs in overlying water and visible discoloration on the gel sections and on the probe. These features are most likely due to exposure of the probe to O₂ during handling prior to deployment, resulting in the formation of Fe oxides during the deployment. Note that the October 2001 core #1 data point at 2 cm, which had undetectable dissolved Fe and Mn concentrations and RSM concentrations that were twice their bottom water concentrations at that depth, has been omitted from the RSM plots since it was clearly influenced by a burrow.

Figure 7: Composite profiles of U, Re, and Mo and best-fit model profiles. At each time point, the “composite” U, Mo, and Re profiles, calculated as described in the text, are shown with open circles. The composite cores were used with the pore water RSM model to derive best-fit model parameters, which resulted in the best-fit model profiles denoted by solid black lines. Overlying water concentrations are denoted by an asterisk.

Figure 8: Br⁻ versus time in flux chambers in experiments carried out from June 2001 – June 2004. The three different line styles indicate three different model runs: the dotted line is predicted by the irrigation model if only vertically-oriented, ionic diffusion transports the Br⁻. The dashed line is the best fit of the model to the data if
the irrigation parameter takes the form, $\alpha = \alpha_0 e^{-\alpha_i x}$. The solid line is the best fit if $\alpha$ is assumed to be constant from $x=0$ to $x=8$ cm, and $\alpha=0$ below 8 cm. In June 2001 and May 2002, neither the constant-$\alpha$, $L=8$ model nor the exponentially-decreasing $\alpha$ model could reproduce the large observed Br$^{-}$ decreases over time. It is possible that below the penetration depth of the chambers (~12 cm), lateral transport removed Br$^{-}$, both by diffusion and by transport through burrows; therefore, the one-dimensional model cannot explain the results, and the $\alpha$ calculated from the Br$^{-}$ data cannot be applied to other solutes since they will not be affected by the lateral transport in the same way as the tracer. In the two experiments of October 2002, the Br$^{-}$ data show discontinuous decreases in Br$^{-}$. These results can be attributed to irrigation “events” occurring at specific times during the experiments. For example, in chamber 4 (ch4) the decrease after 3 days occurred after the O$_2$ concentration in the chamber had decreased to near zero.

**Figure 9:** A. Fluxes across the sediment-water interface. Fluxes of TCO$_2$ and NH$_4^+$ are directed out of the sediments, while those of U and Mo are directed into the sediments. For each solute, at each time period, 4 fluxes are shown: (1) the total flux as determined from benthic chamber measurement ($F_C$), (2) the diffusive flux across the sediment-water interface, calculated from pore water profiles ($F_D$), (3) the calculated irrigation flux, from the pore water profile and equations 4 and 5 ($F_I$), and (4) the sum of (2) and (3) ($F_D + F_I$). B. The reaction factor, $f_i$, for each element. The open circles indicate the value calculated at each time and the filled circle shows the mean and standard deviation for each solute. Note that the January, 2002 time point was excluded from the average for TCO$_2$ and NH$_4^+$ (see text).
Figure 10: Solid phase Fe, Mn, U, and Mo profiles at the Hingham Bay site, measured in three cores taken in 2002. Vertical bars in the U and Mo plots show (A) the average metal concentration in the region of the minimum in the profile and (B) the average metal concentration in the region judged to be below the zone of authigenic metal formation. In our calculations, we assume that (A) is the detrital metal concentration and that the authigenic metal concentration is the difference between (B) and (A).

Figure 11: Authigenic metal concentrations as a function of sedimentation rate, calculated from equation 8 using either the diffusive flux of the metal at $x = x_p$ (solid line) or the total flux determined from benthic chamber measurements (dashed line). The calculated values are compared to the range in authigenic metal concentrations inferred from solid phase data (Figure 10) and the average sedimentation rate that was estimated for the period, 1978 – 2000.
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