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Abstract

The dependence of thorium scavenging by particles on particle composition is examined at selected stations of the U.S. GEOTRACES North Atlantic Section (GA03). Scavenging is here described by the apparent, first-order rate constant of Th adsorption onto particles ($k_1$), as estimated from an inversion of Th radioisotope and radioactive parent data. Our $k_1$ estimates are regressed against particle phase data using two different models. Model I considers biogenic particles (POC+PIC+bSi), lithogenic particles, Mn (oxyhydr)oxides, and Fe (oxyhydr)oxides as regressors, and $k_1$ as the regressand. Model II considers ln(POC+PIC+bSi), ln(lithogenic particles), ln(Mn (oxyhydr)oxides), and ln(Fe (oxyhydr)oxides) as regressors, and ln($k_1$) as the regressand, where ln() denotes the natural logarithm. Thus, models I and II posit that the effects of particle phases on $k_1$ are, respectively, additive and multiplicative. These models are applied to three groups of stations: (i) all selected stations, (ii) stations west of the Mauritanian upwelling region (“western stations”), and (iii) stations within that region (“eastern stations”).

We find that model II appears to better describe the effect of particle composition on $k_1$ than model I. Particle composition explains a larger fraction of the variance of $k_1$ for the eastern stations ($R^2 = 0.60$ for model I and $0.67$ for model II) than for the western stations ($R^2 = 0.26$ for model I and $0.39$ for model II). When considering all stations, the variance of $k_1$ explained by particle composition is intermediate ($R^2 = 0.50$ for model I and $0.51$ for model II). According to model II, the variance of $k_1$ explained by particle composition is predominantly due to biogenic particles at the eastern stations and to Mn (oxyhydr)oxides at the western stations. Additionally, we find that particle composition does not explain a significantly different proportion of variance of $k_1$ than particle concentration. It is thus concluded that, at our selected stations, (i) biogenic particles and Mn (oxyhydr)oxides more strongly influence Th scavenging than any other phases considered, and (ii) particle composition and particle concentration have comparable effects on this process.

1 Introduction

The high particle reactivity of radioactive thorium isotopes in seawater has resulted in their widespread use in evaluating processes affecting marine particles. Examples include the use of $^{234}$Th to estimate the export of particulate matter from the surface ocean (Bhat et al., 1969;
Coale and Bruland, 1987; Buesseler et al., 1992, 2006), and the applications of $^{230}$Th to paleo-oceanography, including for estimating past changes in sediment redistribution (François et al., 2004). However, the use of thorium isotopes to investigate these processes depends partly on our understanding of how the metal attaches to particles. In seawater, thorium exists in the +IV oxidation state (Choppin and Wong, 1998) and has a strong binding affinity to oxygen containing compounds (Santschi et al., 2006). Thus, one may expect the affinity of thorium for particles to depend on their chemical composition and surface charge.

Previous studies have examined the dependence of Th scavenging on particle composition. Balistrieri et al. (1981) found that stability constants for the adsorption of thorium onto particles in the deep subtropical North Atlantic were closer in magnitude to those for the adsorption of Th onto organic compounds than to those for metal oxides. Using sediment trap data from a variety of regions including the Equatorial Pacific, the Southern Ocean, and the North Atlantic, Chase et al. (2002) explored the relationship between the partition coefficient for $^{230}$Th, $K_D$, and particle composition (in their study, $K_D$ was defined as $A_{ps}/A_d$, where $A_{ps}$ is the $^{230}$Th activity per gram of particles in the sediment trap, and $A_d$ is the $^{230}$Th activity per gram of seawater 1000 m above the trap). They found that $K_D$ is positively correlated with CaCO$_3$ weight fraction (\% CaCO$_3$) ($r^2 = 0.66$), weakly and positively correlated \% lithogenic material ($r^2 = 0.15$), negatively correlated with \% biogenic silica ($r^2 = 0.59$), and not significantly correlated with \% particulate organic matter. Using the data of Chase et al. (2002) from the North Atlantic, Equatorial Pacific, and Southern Ocean, together with data from the Arabian Sea, Scholten et al. (2005) reported that $K_D$ exhibits significant positive correlation with \% CaCO$_3$ ($r^2 = 0.37$), \% particulate organic carbon ($r^2 = 0.11$), and \% lithogenic material ($r^2 = 0.34$), and a significant negative correlation with \% biogenic silica ($r^2 = 0.40$). However, each of these correlations were only significant when including data from the Southern Ocean; upon removing this dataset, only a weak, negative relationship between $K_D$ and \% biogenic silica was apparent ($r^2 = 0.08$) (Scholten et al., 2005). Further restricting the analysis to datasets from the North Atlantic, including the Middle Atlantic Bight (Biscaye et al., 1988), the Sargasso Sea (Anderson et al., 1983), and stations near the Canary
Islands (Scholten et al., 2001), $K_D$ shows a significant, but weak, negative relationship with % CaCO$_3$ ($r^2 = 0.05$), positive relationship with % lithogenic material ($r^2 = 0.11$), and no significant relationship with % particulate organic carbon and % biogenic silica (Figure S1; $K_D$ and particle composition data from Chase et al. (2002)).

Roy-Barman et al. (2005) found that the relationship between the fraction of thorium present in particles and the particle composition varies between Th isotopes. From $^{230,234}$Th data collected by sediment traps deployed in the Northeast Atlantic, they found particulate $^{230}$Th (in units of dpm/gram of particles) to show the strongest (positive) correlation with lithogenic material and particulate Mn, whereas particulate $^{234}$Th (dpm/gram of particles) showed the strongest (positive) correlation with particulate organic carbon. They also found biogenic opal to have little or no correlation with either particulate $^{230}$Th or $^{234}$Th. From sediment traps deployed from 2000 to 2003 as part of the Oceanic Flux Program off Bermuda (at 500, 1500, and 3200 m), Roberts et al. (2009) reported only a significant positive relationship between $K_D$ and % total carbohydrate content of particles. However, from data collected from the same program between 2005 and 2007, Chuang et al. (2013) found the strongest positive relationship between $K_D$ and % CaCO$_3$, although they speculated that such a relationship was caused by the coating of this mineral phase by various biopolymers.

The recent radionuclide and particle concentration dataset obtained along the U.S. GEOTRACES North Atlantic transect (GA03) provides a unique opportunity to study the dependence of Th scavenging on particle composition in oceanic waters. Lam et al. (2015) have reported measurements of small (0.8-51$\mu$m) and large ($\geq 51$ $\mu$m) bulk particle concentrations as well as particle phase concentrations, including particulate organic carbon (POC), particulate inorganic carbon (PIC), biogenic opal (bSi), lithogenic material, and manganese and iron (oxyhydr)oxides, obtained along GA03. Hayes et al. (2015a) have used the $^{230}$Th (Hayes et al., 2015b) and particle (Lam et al., 2015) data from GA03 to determine how particle composition affects the partitioning of Th between particulate and dissolved phases. They estimated the distribution coefficient for $^{230}$Th from $K_D = A_p/(A_dP)$, where $A_p$ is the $^{230}$Th activity in the particulate phase (dpm/m$^3$), $A_d$ is the
230\textsuperscript{Th} activity in the dissolved phase (dpm/m\textsuperscript{3}), and \(P\) is bulk particle concentration (\(\mu\)g/kg). They found that \(K_D\) is largest for Mn and Fe (oxyhydr)oxides (116.8 g/g and 32.8 g/g, respectively), and smallest for particulate organic matter (0.3 g/g). They could not derive significant values of \(K_D\) for opal, consistent with a similar result obtained for trap particles (Roy-Barman et al., 2005).

Importantly, most of pre-existing studies focused on the effects of particle composition on the partitioning of thorium between the dissolved and particulate phases, rather than on the kinetics of sorption reactions. Below the euphotic zone, thorium is generally thought to undergo a reversible exchange with slowly sinking particles (Nozaki et al., 1981; Bacon and Anderson, 1982). In this model, thorium cycling is governed by three parameters: the rate constant of Th adsorption onto particles \((k_1)\), the rate constant of Th desorption from particles \((k_{-1})\), and the particle sinking speed \((w)\). A more complete treatment includes in addition the rate constant of Th release from particles during particle degradation \((\beta_{-1}; Clegg et al. (1991a))\). The quantities \(k_1\), \(k_{-1}\), and \(\beta_{-1}\) should be viewed as apparent, first-order rate constants given the various assumptions in the model, such as the consideration of only one particle class. Under a set of assumptions, including steady state, three of these rate parameters are related to \(K_D\) by the expression \(K_D = k_1/((k_{-1} + \beta_{-1})P)\) (Honeyman et al., 1988; Lerner et al., 2017). Thus, the processes of thorium adsorption, thorium desorption, and particle degradation may each influence the observed partitioning of the metal between the dissolved and particulate forms.

Several studies have investigated the effects of particle concentration on estimates of \(k_1\) in oceanic waters. Bacon and Anderson (1982) found a linear relationship between \(k_1\) and \(P\) from samples taken from the Guatemala and Panama Basins. Honeyman et al. (1988) proposed that \(k_1\) could be related to particle concentration as \(k_1 = k_{1,c}P^b\), where \(k_{1,c}\) and \(b\) are positive constants. If \(b < 1\), then \(K_D\) would decrease with increasing particle concentration (assuming invariant \(k_{-1}\) and \(\beta_{-1}\)), the so-called “particle concentration effect” (Honeyman and Santschi, 1989). In this case, the thorium activity in filterable particles would be controlled by colloidal coagulation. In contrast, if \(b = 1\), the influence of colloids on Th partitioning between the solution and filterable particles would be absent (Honeyman et al., 1988). Numerous model studies have relied on this relationship.
between \( k_1 \) and \( P \), generally assuming \( b = 1 \) (Clegg and Sarmiento, 1989; Clegg et al., 1991b; Clegg and Whitfield, 1993; Burd et al., 2000). In recent work, Lerner et al. (2017) estimated the vertical distribution of \( k_1 \) at selected stations of GA03 from an inversion of Th radioisotope, Th radioactive parent, and bulk particle concentration data. They found that \( k_1 \) appears to be proportional to \( P^b \) with \( b \geq 1 \), suggesting that colloidal coagulation due to Brownian pumping (Honeyman et al., 1988) does not noticeably affect on Th removal at these stations. On the other hand, to our knowledge, no previous studies have considered the relationship between \( k_1 \) and particle composition in oceanic waters.

The objective of this paper is to examine the influence of particle composition on the rate constant of Th adsorption \( (k_1) \) onto particles obtained along the GA03 transect in the North Atlantic. We consider two distinct regression models to describe this influence: in a first model, the effects of different particle types on \( k_1 \) are additive, whereas in a second model they are multiplicative. We examine the influence of particle composition on \( k_1 \) for three groups of stations: (i) stations both west and east of the Mauritanian upwelling region, (ii) stations west of the Mauritanian upwelling region, and (iii) stations within the Mauritanian upwelling region. The effect of particle composition on \( k_1 \) is contrasted with that of particle concentration in order to determine whether it is the chemical nature of the particles or the number of surface sites available for adsorption which dominates the specific rate at which Th is removed from solution. Our study therefore complements previous works on the effect of particle composition on thorium scavenging by identifying the particle phases that appear to govern the kinetics of Th adsorption onto particles.

This paper is organized as follows. The particle and radiochemical data considered in this study are summarized, and the estimates of \( k_1 \) obtained by data inversion are presented in section 2. Results from the regression analyses are contained within section 3. In section 4, we determine the relative importance of different particulate phases to the explained variance in \( k_1 \), attempt to interpret our results kinetically, clarify the paleoceanographic implications of our study, discuss the influence of observational errors, and contrast the effects of particle composition and particle concentration on our \( k_1 \) estimates. Conclusions follow in section 5.
2 Methods

2.1 Particle and Radiochemical Data

We use data collected aboard the R/V Knorr along the GA03 transect in October 2010 (leg GT10) and November-December 2011 (leg GT11; red stars in Figure 1). The first leg (GT10) of the transect went from Lisbon to Cape Verde, while the second leg (GT11) ran from Woods Hole to Cape Verde. We consider only the eleven stations highlighted in red (Fig. 1). At these stations (referred to below as the “selected” stations), the impact of lateral and vertical transport on thorium isotope and particle budgets appear to be small compared to the impact of sorption reactions and particle processes (Lerner et al., 2017). In addition, we rely only on data collected at depths located outside nepheloid layers, where processes not considered in this study presumably take place. Station GT11-16 near the TAG hydrothermal vent is also excluded from the present analysis because of the very high concentrations of Fe (oxyhydr)oxides measured at that station (Lam et al., 2015).

Particle phase concentrations considered in this work are the sum of the “small” and “large” size classes. Particles in the small (1-51 µm) and large (>51 µm) size fractions were sampled using a WTS-LV McLane pump modified to include dual flow paths and equipped with 142-mm “mini-MULVFS” filter holders (Bishop et al., 2012). One filter holder was loaded with a 51-µm Sefar polyester mesh prefilter followed by paired Whatman QMA quartz fiber filters (1-µm nominal pore size). The other filter was loaded with another 51-µm polyester prefilter followed by paired 0.8-µm Pall Supor800 polyethersulfone filters. Further details about the method of particle collection can be found in Lam et al. (2015).

The bulk chemical composition of the collected particles was determined as follows (notice that particle composition data used in this study are all in units of mg per m³ of seawater). For PIC, subsamples were taken from the QMA filters for analysis in the small size fraction, while subsamples were taken from the polyester prefilters for analysis in the large size fraction. PIC was measured using coulometry or salt-corrected [Ca]. Total particulate carbon in the small (large) size fraction was analyzed from subsamples taken from QMA filters (polyester prefilters) and
was measured using a Dynamic Flash Combustion technique. POC was taken as the difference between total particulate carbon and particulate inorganic carbon.

Biogenic silica in the small and large size fractions were measured from subsamples taken from the Supor and polyester prefilters, respectively. Silica (in mol/m$^3$) was determined using spectrophotometric detection of a blue silico-molybdate complex, and converted to units of mg/m$^3$ assuming a molar mass of biogenic silica of 67.2 g/mol. The concentrations of lithogenic particles were estimated by measuring the concentration of particulate Al and assuming an Al/lithogenic mass ratio of 0.0804. Whereas Al/lithogenic mass ratios vary only slightly with particle source, by about 8% for upper and lower continental crust (Taylor and McLennan, 1995), dissolved Al is susceptible to scavenging, which could lead to overestimates of lithogenic material. However, overestimation of lithogenic particle concentration based on Al scavenging is mostly a concern for coastal samples Lam et al. (2015). Since we restrict our study to open-ocean stations, we estimate lithogenic mass based on the Al/lithogenic mass ratio. Total particulate Al (and Ti, Mn, and Fe, all in units of nM) were measured by complete digestion of the supor filters and polyester prefilters, followed by ICP-MS analysis.

Iron and manganese (oxyhydr)oxides were calculated by subtracting total particulate Mn and Fe from their respective lithogenic components. The lithogenic components were estimated using Fe/Ti and Mn/Ti mass ratios measured on aerosols collected along GA03 between Cape Verde and Mauritania (Fe/Ti=8.7 and Mn/Ti=0.13; Shelley et al. (2015)), and by multiplying these ratios by the concentration of Ti (assumed to be purely lithogenic) measured on oceanic particles. The difference between total particulate Mn and its lithogenic component was multiplied by the molar mass for birnessite (MnO$_2$=96.9 ng/nmol) to obtain the mass of Mn (oxyhydr)oxides per unit water volume. Likewise, the difference between total particulate Fe and its lithogenic component was multiplied by the molar mass for iron hydroxide (Fe(OH)$_3$=106.9 ng/nmol) to obtain the mass of Fe (oxyhydr)oxides per unit water volume. Hereafter, the Mn and Fe particulate concentrations obtained from these ratios are referred to as “Fe and Mn (oxyhydr)oxides”.

The Th isotope data used in this study consist of measurements of $^{228}$Th (Charette et al., 2014),
230\textsuperscript{Th} (Hayes et al., 2015b,a), and 234\textsuperscript{Th} (Owens et al., 2015) in both the dissolved (< 1 µm) and total particulate phase (> 1 µm). We also use measurements of 228\textsuperscript{Ra} activity (radioactive parent of 228\textsuperscript{Th}; 228\textsuperscript{Ra} data from Charette et al. (2015)) as well as estimates of 234\textsuperscript{U} (parent of 230\textsuperscript{Th}) and 238\textsuperscript{U} (parent of 234\textsuperscript{Th}) derived from salinity data and a fixed 234\textsuperscript{U} / 238\textsuperscript{U} activity ratio for seawater. Details about the methods of sample collection and analysis and about the estimation of 234,238\textsuperscript{U} activities can be found in Lerner et al. (2017) and in references therein.

2.2 Principal Component Analysis

In this section, we explore whether the variability in the particulate phase data at our selected stations of GA03 can be summarized by only a few spatial patterns using principal component analysis (PCA). In broadest terms, PCA aims to find a few principal components (PCs), or linear combinations of the original variables, that explain a large proportion of the total variance in the dataset being considered (Rencher, 1998). This goal can be reached if the original variables are highly correlated, which is the case for our particle phase data (Fig. 2). Particularly, we find strong positive correlations between POC and PIC ($r = 0.74$), and between POC and bSi ($r = 0.70$), which suggest that the variability in the particle composition data along GA03 could be approximated by a few PCs.

A PCA is conducted on the following particle phase data gathered at our selected stations: POC, PIC, bSi, lithogenic material, Mn (oxyhydr)oxides, and Fe (oxyhydr)oxides. Since the data occur at different geographic locations and depths, the PCs extracted from these data represent different spatial patterns along the section. PCs are extracted from both the covariance matrix and the correlation matrix of the data in order to document the effect of variable variance among different particulate phases (e.g., POC is typically present in seawater at much higher concentrations than Mn (oxyhydr)oxides). In both cases, the coefficients in a given PC are taken as measures of the importance of the different particulate phases for the corresponding pattern.

We find that the first two principal components explain 98% of the total variance in the particulate phase dataset if the PCs are extracted from the covariance matrix; if extracted from the correlation matrix, then the first two PCs explain over 69% of the total variance (Table 1). PC1,
The first PC, is largely dominated by POC when the PCs are extracted from the covariance matrix; if extracted from the correlation matrix, the coefficients for POC, PIC, and bSi are all much closer in magnitude, though the coefficient for POC is still the largest (Fig. 3). Compared to PC1, PC2 represents a clear contrast between particles of different composition. PC2 extracted from both matrices is dominated by lithogenic material. If extracted from the correlation matrix, then bSi, Mn, and Fe (oxyhydr)oxides have coefficients closer in magnitude to that for lithogenic particles.

**Table 1:** Percentages of total variance explained by principal components

<table>
<thead>
<tr>
<th></th>
<th>PC1</th>
<th>PC2</th>
<th>PC3</th>
<th>PC4</th>
<th>PC5</th>
<th>PC6</th>
</tr>
</thead>
<tbody>
<tr>
<td>covariance</td>
<td>57.3%</td>
<td>41.2%</td>
<td>1.2%</td>
<td>0.3%</td>
<td>0.0%</td>
<td>0.0%</td>
</tr>
<tr>
<td>correlation</td>
<td>42.7%</td>
<td>26.7%</td>
<td>15.8%</td>
<td>7.8%</td>
<td>4.8%</td>
<td>2.2%</td>
</tr>
</tbody>
</table>

Figure 4 shows the distribution along the GA03 section of the first two leading principal components. Interestingly, PC1 from both the covariance matrix and correlation matrix show systematic vertical variations at a given station, which likely reflects the effects of particle recycling along the water column. In addition, the values of PC1 at the four easternmost stations (GT11-24, GT10-12, GT10-11, GT10-10) are in general noticeably different than those at the remaining stations. The salinity distribution along GA03 portrays pronounced upward bowing of isohalines near the crossover station GT11-24/GT10-12 (*Jenkins et al., 2015*), suggesting that these four stations are under the influence of the Mauritanian upwelling. In contrast to PC1, PC2 does not exhibit clear systematic variations with depth. On the other hand, both PC1 and PC2 tend to show a gradient between the four easternmost stations and the remaining stations along GA03.

In summary, the particle composition data collected along GA03 can be summarized by two principal components presenting systematic geographic and (or) vertical patterns along the section (Fig. 4). Although a precise interpretation of these patterns appears difficult, they seem to reflect the influences of particle recycling and of the Mauritanian upwelling or, more generally, of the proximity to the western African coast.
2.3 Estimates of Th Adsorption Rate Constant

We estimate the vertical distribution of $k_1$ (below ~100 m) at each of the selected stations of GA03 by fitting a Th cycling model to radionuclide measurements (Fig. 1). The model as well as the inverse method used to fit the model to the data are briefly described here: details about the method can be found in Lerner et al. (2017). For convenience, subscripts $p$ and $d$ denote thorium activities in the particulate and dissolved phases, respectively.

We use a single-particle class model for thorium cycling that includes balance equations for $^{228,230,234}$Th$_d$ and bulk $^{228,230,234}$Th$_p$, i.e., $^{228,230,234}$Th in both the small and large size particulate fractions. The thorium balance equations account for radioactive production, radioactive decay, Th adsorption onto particles, Th release from particles due to desorption and particle degradation, and particle sinking:

\[
T(A_d) = \lambda A_\pi + (k_{-1} + \beta_{-1}) A_p - (k_1 + \lambda) A_d, \tag{1a}
\]
\[
T(A_p) + w \frac{\partial A_p}{\partial z} = k_1 A_d - (\beta_{-1} + k_{-1} + \lambda) A_p. \tag{1b}
\]

Here, $A_d$ ($A_p$) represents the thorium isotope activity in the dissolved (particulate) phase (in units of dpm m$^{-3}$), $A_\pi$ is the activity of the radioactive parent (dpm m$^{-3}$), $\lambda$ is the radioactive decay constant (yr$^{-1}$), $k_1$, $k_{-1}$, and $\beta_{-1}$ are the apparent rate constants for Th adsorption, Th desorption, and particle degradation, respectively (yr$^{-1}$), $w$ is the particle settling speed (m yr$^{-1}$), and $z$ is depth (m). In accordance with previous models (e.g., Nozaki et al. (1981); Bacon and Anderson (1982)), we assume first-order kinetics for thorium adsorption, thorium desorption, and particle degradation. The lithogenic components of $^{228,234}$Th are taken as negligible, while particulate $^{230}$Th data are corrected for a contribution from a lithogenic source (for details, see Lerner et al. (2017)). Finally, the term $T(\cdot)$ in each equation represents the effects of unsteadiness, advection, and diffusion, i.e.,
where \( t \) is time, \( \mathbf{u} \) the vector velocity, and \( \mathbf{k} \) a diffusion tensor. In this study, we assume \( T(\cdot) = 0 \). Evidence for negligible effects of advection, diffusion, and, to some extent, unsteadiness at the stations analyzed here is provided in Lerner et al. (2017).

Equations (1a-1b) with \( T(\cdot) = 0 \) are fit to the radiochemical data \( ^{228,230,234}\text{Th}_d, ^{228,230,234}\text{Th}_p, ^{228}\text{Ra}, \) and \( ^{234,238}\text{U} \) below about 100 m at each selected station (see Table 1 of Lerner et al. (2017)) by adjusting the rate parameters \( (k_1, k_{-1}, \beta_{-1}, \text{ and } w) \) and the data themselves, given the uncertainties in the prior estimates of the rate parameters and in the data (more specifically, finite-difference analogs of equations (1a-b) with \( T(\cdot) = 0 \) are fit to vertically interpolated data obtained from a minimum variance estimation procedure). The adjustments in the rate parameters and in the data can be different at different depths, such that a vertical profile of \( k_1 \), for example, is inferred at each station. Prior estimates of \( k_1, k_{-1}, \beta_{-1} \) and \( w \) are obtained from observational estimates of these parameters in distinct oceanic environments (see Table 2 of Lerner et al. (2017)). Note that, in contrast to Lerner et al. (2017), the present estimates of the rate parameters (e.g., \( k_1 \)) are derived with no consideration of data of total particle concentration, calculated as the sum of the particle phase data (Lam et al., 2015), to ensure that the \( k_1 \) estimates are independent of these data. We show in Appendix A that both sets of \( k_1 \) estimates are very strongly correlated. The errors in the rate parameters and in the data derived by inversion are also estimated (Lerner et al., 2017).

The estimates of \( k_1 \) obtained by the inversion performed in this study are presented in Figure 5. It is seen that \( k_1 \) is generally larger in the upper 1000 m of the water column than below, and that \( k_1 \) values in the Mauritanian upwelling region (stations GT11-24, GT10-12, GT10-11, and GT10-10) exceed those to the west of this region. These vertical and lateral variations in \( k_1 \) are consistent with those found by Lerner et al. (2017) and generally exceed the errors in the \( k_1 \) estimates (not shown).
3 Results

3.1 Dependence of $k_1$ on Particle Composition: Additive Model

In this section, we use multiple linear regression to determine the dependence of $k_1$ upon particle composition. Before proceeding with the regression analysis, two questions regarding the particle composition data arise. A first question is whether to normalize the particle composition data to bulk particle concentration. Previous studies on the relationship between $K_D$ and particle composition have related $K_D$ to one particulate phase, or a linear combination of particulate phases, normalized to the total particle concentration (e.g., Chase et al. (2002); Li (2005); Hayes et al. (2015a)). Consideration of particle phase data normalized to total particle concentration $(P)$ appears to have been motivated by the presence of $P$ in the defining expression for $K_D$, i.e., $K_D = A_p/(A_dP)$. However, since our estimates of $k_1$ do not consider $P$ data (section 2.2), there is no clear reason to normalize the particle phases by bulk particle concentration in this study. Hence, we explore the dependence of $k_1$ on particle phase concentrations expressed in units of mass of particles of a certain type divided by water volume (mg m$^{-3}$).

A second question is whether each particle phase should be treated as an individual regressor. As shown in Figure 2a, there is strong correlation among the biogenic phases. If strongly correlated variables are used as regressors in multiple regression, a situation called multicollinearity, then the individual estimates of the regression coefficients can be unstable (i.e., overly sensitive to the data values) and suffer from excessive variance (Rencher, 1998; Keith, 2014). Multicollinearity can thus lead to difficulties in the interpretation of regression coefficients. To reduce the influence of multicollinearity from the regression of $k_1$ against the particle phases, we lower the number of regressors to four. These include (i) the sum of the biogenic phases (POC+PIC+bSi, hereafter referred to as biogenic particles or “bio” for brevity), (ii) lithogenic material (“litho”), (iii) Mn (oxyhydr)oxides (“Mn”), and (iv) Fe (oxyhydr)oxides (“Fe”). As shown in Figure 2b, the correlation coefficients for this group of regressors do not exceed 0.5. Therefore, we proceed with a model of $k_1$ as a linear
combination biogenic particles, lithogenic material, and Mn and Fe (oxyhydr)oxides:

\[ k_1 = a_0 + a_1[^{\text{bio}}] + a_2[^{\text{litho}}] + a_3[^{\text{Mn}}] + a_4[^{\text{Fe}}] + \epsilon, \]  \hspace{1cm} (3)

where \( a_i \) \((i = 0, 1, 2, 3, 4)\) are regression coefficients and \( \epsilon \) is an error term representing the error in \( k_1 \) and the unmodeled variability. The regression model (3), referred to below as model I, posits that the effects of the particle phases on \( k_1 \) are additive. We regress \( k_1 \) against particle composition using ordinary least squares (OLS), which does not consider the error (co)variances for \( k_1 \) and the regressors \( ([^{\text{bio}}], [^{\text{litho}}], [^{\text{Mn}}], \text{and} [^{\text{Fe}}]) \). In section 4.3, we document the effect of these errors on the regression.

The estimates of the regression coefficients \( (a_1, a_2, a_3, a_4) \) and their standard errors are listed in Table 2 (first row; see also Table S1), and the best fit is shown in Figure 6a.

**Table 2:** Regression coefficients ± 1 standard error \( (\text{yr}^{-1} \text{ m}^3 \text{ mg}^{-1}) \) for model I

<table>
<thead>
<tr>
<th></th>
<th>bio</th>
<th>litho</th>
<th>Mn</th>
<th>Fe</th>
</tr>
</thead>
<tbody>
<tr>
<td>all stations (n=63)</td>
<td>0.52±0.08 (&lt; 0.01)*</td>
<td>0.05±0.10 (0.65)</td>
<td>-44.62±49.11 (0.36)</td>
<td>14.56±18.01 (0.42)</td>
</tr>
<tr>
<td>western stations (n=35)</td>
<td>0.14±0.07 (0.06)</td>
<td>0.03±0.10 (0.76)</td>
<td>21.24±34.92 (0.54)</td>
<td>-1.24±11.82 (0.92)</td>
</tr>
<tr>
<td>eastern stations (n=28)</td>
<td>0.58±0.15 (&lt; 0.01)</td>
<td>-0.31±0.29 (0.29)</td>
<td>-3.31±107.94 (0.98)</td>
<td>10.38±36.21 (0.77)</td>
</tr>
</tbody>
</table>

* Values in parentheses are \( p \)-values.

We find that the multiple correlation \( R \) is 0.71, with \( p < 0.01 \), i.e., up to 0.71\(^2 = 50\% \) of the variance in \( k_1 \) can be explained by particle composition \( (n = 63) \). Moreover, only the regression coefficients for biogenic particles is significant at the 0.05 level.

While a strong relationship between \( k_1 \) and particle composition is observed \( (R = 0.71 \) with \( p < 0.01 \)), this relationship may not hold across all our selected stations. Stations in the Mauritanian upwelling region (GT11-24, GT10-12, GT10-11, and GT10-10) show large concentrations of lithogenic material, POC, and bSi compared to those at the other stations of GA03 \( (\text{Lam et al.}, 2015) \). Our PCA of the particle data reveals a compositional contrast between stations west and east of GT11-24 (section 2.2). To test whether different regions sampled along GA03 are characterized by different relationships between \( k_1 \) and particle composition, we perform two multiple
linear regressions: one for stations west of GT11-24 (Fig. 1), and another for stations east of, and including, station GT11-24. For simplicity, these two groups of stations are referred below to as “western” and “eastern” stations, respectively.

3.1.1 Western and Eastern Stations

For the western stations, the multiple correlation between $k_1$ and the particle phase data (Fig. 6b) amounts to $R = 0.51$, with $p = 0.05$ ($n = 35$). The regression coefficient for the biogenic particles is the most significant among the different particulate phases, although none of the coefficients for this regression are significant at the 0.05 level (Table 2).

For the eastern stations, the multiple correlation between $k_1$ and particle phase data (Fig. 6c) reaches a value of $R = 0.77$, with $p < 0.01$ ($n = 28$). Here, the regression coefficient for the biogenic phases is significant at the 0.05 level and the remaining regression coefficients are not significant at this level (Table 2). Overall, these results indicate that the strength of the correlation between the Th adsorption rate constant and particle composition varies along the GA03 section, i.e., the correlation is relatively weak for the western stations and stronger for the eastern stations.

3.1.2 Critique of Model I

Two issues emerge with the application of the additive model (model I) to describe the dependence of $k_1$ on particle composition at our selected stations of GA03. First, the presence of negative regression coefficients for some of the particle types (Table 2) is troubling: one would not expect the specific rate of adsorption of a metal onto particles to decrease with increasing particle concentration, regardless of particle phase. Indeed, adding particles of any type should increase the number of surface sites for thorium to attach to, and thus increase $k_1$. On the other hand, this reasoning does not consider the correlations between particle phases (Fig. 2b), i.e., a negative relationship between $k_1$ and a particle type (e.g., Mn (oxyhydr)oxides) may not be causal but rather reflect the simultaneous removal of another particle type (e.g., biogenic particles) characterized by a positive regression coefficient. Moreover, none of the negative regression coefficients differ
significantly from 0 yr\(^{-1}\) m\(^3\) mg\(^{-1}\) (Table 2). Nevertheless, the inference of negative coefficients is intriguing, for it implies that \(k_1\) can, at least in principle, be negative for some combinations of the particle phase concentrations.

Another issue with the application of the additive model is the appearance of variable variance (heteroscedasticity) in some of the plots of \(k_1\) derived by inversion against \(k_1\) derived by regression (Fig. 6a-c). Using a Breusch-Pagan test, we find evidence for significant heteroscedasticity for each group of stations \((p < 0.05; \text{Madansky, 1988; p.81})\). When heteroscedasticity is present, the standard errors of the regression coefficients may be unreliable (Greene, 2012; p.299).

### 3.2 Dependence of \(k_1\) on Particle Composition: Multiplicative Model

A possible remedy to the two foregoing issues is to assume the following relationship between \(k_1\) and the particle phases:

\[
\ln(k_1) = b_0 + b_1 \ln[bio] + b_2 \ln[litho] + b_3 \ln[Mn] + b_4 \ln[Fe] + \epsilon, \tag{4}
\]

where \(b_i\) \((i = 0, 1, 2, 3, 4)\) are another set of regression coefficients and \(\epsilon\) accounts for the error in \(\ln(k_1)\) and for unmodeled variability. Using logarithms for the regressand and the regressors both prevents the inference of negative regressand estimates and reduces variations in variance. Taking the exponential of each side of equation (4) yields

\[
k_1 \propto [bio]^{b_1} [litho]^{b_2} [Mn]^{b_3} [Fe]^{b_4}\epsilon. \tag{5}
\]

That is, the effects of the particle phases on \(k_1\) are now considered as multiplicative with a multiplicative error. Hereafter, the regression model (4) is referred to as model II.

The estimates of the regression coefficients \((b_1, b_2, b_3, b_4)\) and their standard errors for all stations are listed in Table 3 (first row; see also Table S2), and the best fit is shown in Figure 6d.

We find that, for the multiplicative model, the multiple correlation for all stations is \(R = 0.71\), with \(p < 0.01\) \((n = 63)\). The regression coefficient for biogenic particles is significant at the 0.05 level, while the remaining regression coefficients are not significant at this level. These results are
Table 3: Regression coefficients ± 1 standard error for model II

<table>
<thead>
<tr>
<th></th>
<th>bio</th>
<th>litho</th>
<th>Mn</th>
<th>Fe</th>
</tr>
</thead>
<tbody>
<tr>
<td>all stations (n=63)</td>
<td>1.03±0.20 ($&lt;0.01^*$)</td>
<td>0.35±0.20 (0.08)</td>
<td>0.13±0.31 (0.68)</td>
<td>0.01±0.03 (0.61)</td>
</tr>
<tr>
<td>western stations (n=35)</td>
<td>0.32±0.27 (0.22)</td>
<td>-0.17±0.31 (0.58)</td>
<td>0.92±0.42 (0.03)</td>
<td>0.03±0.03 (0.35)</td>
</tr>
<tr>
<td>eastern stations (n=28)</td>
<td>1.45±0.29 ($&lt;0.01^*$)</td>
<td>-0.46±0.47 (0.32)</td>
<td>-0.20±0.41 (0.62)</td>
<td>-0.01±0.04 (0.86)</td>
</tr>
</tbody>
</table>

*p. Values in parentheses are p-values.

similar to those obtained from model I (section 3.1).

3.2.1 Western and Eastern Stations

For the western stations, the multiple correlation between $k_1$ and the particle phase data (Fig. 6e) amounts to $R = 0.62$, with $p < 0.01$ ($n = 35$). Notably, only the regression coefficient for Mn (oxyhydr)oxides is significant at the 0.05 level.

For the eastern stations, the multiple correlation between $k_1$ and the particle phase data (Fig. 6f) reaches a value of $R = 0.82$, with $p < 0.01$ ($n = 28$). In contrast to the western stations, only the regression coefficient for biogenic particles is significant at the 0.05 level. Thus, as for model I, model II shows that the correlation between Th adsorption rate constant and particle composition is stronger for the eastern stations than for the western stations. On the other hand, in contrast to model I, model II shows that Mn (oxyhydr)oxides are the only significant regressor for the western stations, whereas in both models the biogenic particles are the only significant regressor for the eastern stations.

3.2.2 Resolution of Model I Issues

As for model I, some of the regression coefficients for model II are negative, although none of them are significantly so (Table 3). However, unlike for model I, negative regression coefficients for the multiplicative model do not imply that $k_1$ can be negative, since a regression based on logarithms ensures that regressand estimates remain positive definite for any combination of regressor values. Moreover, heteroscedasticity is less apparent (compare Figs. 6a-6c with Figs. 6d-6f) and not significant ($p > 0.05$) when the relationship between $k_1$ and the particle phases is described using a multiplicative model. Hence, the regression and correlation statistics seem more robust for model II than for model I.
4 Discussion

Our results show that a multiplicative model appears to provide a better description than an additive model of the effects of particle phases on the apparent rate constant of Th adsorption onto particles along GA03. They also show that biogenic particles are a significant regressor in this model, except for the western stations where Mn-rich particles are the only significant regressor. In fact, the fits of the multiplicative model to the particle data are significantly different for both the eastern and western stations according to an F test ($p = 0.03$; Seber and Lee, 1992; p.100).

4.1 Relative Importance of Different Particulate Phases

In this section, we attempt to elucidate the relative contribution of different particle phases to the variability in our $k_1$ estimates along GA03. The difficulty in this task lies in the remaining correlation between the particle types used as regressors (Fig. 2b), preventing a confident assignment of the phases that exert a dominant influence on $k_1$. To address this issue, we conduct a relative importance analysis, a technique which can provide estimates of the contribution of correlated regressors to the explained variance of a regressand.

In his review on techniques used to evaluate the relative importance of regressors, Grömping (2007, p. 140) noted that there is a “lack of an accepted mainstream methodology for the important task of relative importance investigations.” Given an apparent lack of consensus, we apply two methods for evaluating the relative importance of the particle phases. One method, referred to as averaging over orderings (AOO) (Kruskal, 1987), averages partial correlation coefficients obtained from every possible ordering of the regressors. The other method, termed dominance analysis (DA) (Azen and Budescu, 2003), averages the contribution to the squared multiple correlation $R^2$ by a regressor over models encapsulating every possible subset of regressors. Both of these analyses are explained briefly in Appendix B.

Figure 7 shows values of relative importance ($RI$) from both analyses for each particle phase and for each group of stations. Notably, the ranking of the particle phases is the same for the two methods. It is also the same for models I and II, with the exception that, at the western stations, Mn (oxyhydr)oxides have the highest $RI$ value for model II but the second highest value.
for model I. However, since model I appears questionable (section 3.2.2), we focus our discussion on the relative importance values for model II.

For all stations and stations in the Mauritanian upwelling region, biogenic particles are the most important regressor ($RI = 0.41$ for AOO and $RI = 0.36$ for DA). In contrast, for the western stations, the most important regressor is Mn (oxyhydr)oxides, with $RI = 0.24$ for AOO and $RI = 0.22$ for DA, i.e., about double the $RI$ value for biogenic particles according to both methods. Thus, the results from relative importance analysis suggest that the biogenic particles (POC, PIC, and bSi) dominate Th scavenging in the Mauritanian upwelling region, whereas Mn (oxyhydr)oxides dominate Th scavenging west of this region along GA03.

An interesting observation is that the groups of stations where biogenic particles dominate the explained variance in $k_1$ are also those displaying the largest $R^2$ values. Indeed, as shown in section 3, the variance of $k_1$ explained by particle composition is higher for the eastern stations ($R^2 = 0.67$) and for all selected stations ($R^2 = 0.51$) than for the western stations ($R^2 = 0.39$). Moreover, the concentrations of two of the three types of biogenic particles, POC and bSi, increase eastward in the upper 500 m towards the Mauritanian upwelling region (Lam et al., 2015). This finding suggests that the influence of the biogenic phases on the specific rate of Th adsorption onto particles is relatively large in waters where these types of particles are abundant.

To our knowledge, no previous studies exist on the effect of particle composition on the adsorption rate constant of Th onto marine particles ($k_1$). In the absence of such studies, we compare our results to previous investigations on the distribution coefficient, $K_D$, derived for different particle phases, with the understanding that $k_1$ and $K_D$ are different concepts. Our results appear qualitatively consistent with the positive relationship between $K_D$ and %CaCO$_3$ found by Chase et al. (2002), though these authors also found that $K_D$ decreases with increasing % opal. Li (2005), using the composition of bulk particles in sediment traps deployed in the Middle Atlantic Bight, the Southern Ocean, and the Equatorial Pacific, showed that $K_D$ was generally larger for organic carbon than for lithogenic material. The values of $K_D$ for each particle phase, however, varied across oceanic regions: $K_D$ was larger for lithogenic material than for organic matter in the South-
ern Ocean and Equatorial Pacific, whereas the opposite result was observed in the Middle Atlantic Bight (Li, 2005). Quigley et al. (2002) found that partition coefficients for Th were larger for colloidal organic matter than for Mn and Fe (oxyhydr)oxides. They also found, from measurements of Th on colloids collected from the Gulf of Mexico and Galveston Bay, that the partition coefficient for colloids generally increases with the weight fraction of carbohydrate present in the colloidal fraction.

Using data from the GA03 section, Hayes et al. (2015a) estimated distribution coefficients for $^{230}$Th and regressed these estimates against fractional contributions of particle composition (POC, bSi, lithogenic material, Fe, and Mn, all expressed in % particulate mass fraction). They found that $K_D$ values for Mn and Fe (oxyhydr)oxides exceed those for the other particle types by one to two orders of magnitude. Among the remaining particle phases, they found that $K_D$ for CaCO$_3$ was largest. Here, we find (for model II) that the biogenic phases (POC+PIC+bSi) are the most important regressors for $k_1$ at all stations and eastern stations, while Mn-rich particles are the most important at western stations (Fig. 7). We also find that the lithogenic material is not important compared to the biogenic phases (Fig. 7), whereas Hayes et al. (2015a) found lithogenic material to have $K_D$ values of a similar magnitude to CaCO$_3$.

The comparison of our results with those of Hayes et al. (2015a) is difficult for several reasons, three of which are listed below. First, whereas $K_D$ values for Th are generally higher for (oxyhydr)oxides than for the biogenic phases present in oceanic waters (Anderson et al., 1992; Guo et al., 2002; Geibert and Usbeck, 2004; Lin et al., 2014; Hayes et al., 2015a), our analysis excludes marginal, near-bottom, and hydrothermal plume regions where Mn and Fe (oxyhydr)oxides significantly contribute to total particle concentration (Lam et al., 2015). For example, the largest $k_1$ estimate reported by Lerner et al. (2017) (see their Figure 12), near the TAG hydrothermal vent at station GT11-16 (excluded from this analysis), coincides with the largest concentrations of Fe (oxyhydr)oxides (Lam et al., 2015). Thus, it is likely that the relatively low importance of the (oxyhydr)oxide phases for Th scavenging, inferred here for all stations and the eastern stations, stems from the exclusion of samples presenting high concentrations of these phases.
Second, if several assumptions are made in the Th isotope budget, including steady state, then the relationship between $k_1$ and $K_D$ involves the rate constants for Th desorption ($k_{-1}$) and particle degradation ($\beta_{-1}$), i.e., $K_D = k_1 / ((k_{-1} + \beta_{-1})P)$. Lerner et al. (2017) showed that, among the selected stations along GA03, $k_{-1}$ and $\beta_{-1}$ vary geographically, and generally increase with bulk particle concentration. Thus, even restricting the analyses of $k_1$ and $K_D$ values to the same set of stations would not necessarily lead to the same ordering of regression coefficients.

Finally, whereas Hayes et al. (2015a) derived $K_D$ values for each of the particle phases reported by Lam et al. (2015), we regressed $k_1$ against the sum of the biogenic phases, lithogenic material, and Mn and Fe (oxyhydr)oxides (model I), or we regressed $\ln(k_1)$ against the natural logarithms of these phases (model II). As a result the sensitivity of $k_1$ to the particle phases as estimated in this study cannot easily be compared to the variation of $K_D$ among the six particle phases (POC, PIC, bSi, lithogenic material, and Mn and Fe (oxyhydr)oxides) as reported by Hayes et al. (2015a).

### 4.2 Kinetic Consistency of Additive and Multiplicative Models

In this section, we discuss the ability of the additive and multiplicative models for $k_1$ to realistically describe the kinetics of Th sorption onto marine particles. Consider first model I, where the effects of different particle phases on $k_1$ are assumed to be additive. This model can be rationalized by considering a set of sorption reactions for Th onto different particle phases, each consisting of one elementary step:

$$S(1)X + Th \rightarrow S(1)Th + X$$

: 

$$S(n)X + Th \rightarrow S(n)Th + X$$

Here, $S(1), \ldots, S(n)$ represent particle surfaces for $n$ different particle phases, and $X$ represents any chemical species that exchanges with thorium (e.g., $H^+$, $Mg^{2+}$, or $Na^+$). For simplicity, we have ignored the electrical charges on thorium and $X$. The rate of disappearance of Th from
solution in the $i$th reaction of the set (6) is:

$$\left( \frac{d[Th]}{dt} \right)_i = -k_{1,i}[S(i)X][Th],$$

(7)

where $k_{1,i}$ is a second-order rate constant. Summing the rates of thorium disappearance from solution for all sorption reactions in (6) yields:

$$\frac{d[Th]}{dt} = -(k_{1,1}[S(1)X] + \ldots + k_{1,n}[S(n)X])[Th].$$

(8)

From this equation, a pseudo, first-order rate constant can be defined:

$$k_1 = k_{1,1}[S(1)X] + \ldots + k_{1,n}[S(n)X],$$

(9)

which is formally analogous to the additive regression model (equation (3)). Thus, the additive model for $k_1$ can be kinetically grounded by considering a set of simultaneous sorption reactions, with the important and obvious caveat that these reactions do not consider any potential interaction among the particle phases.

Consider now model II, where the effects of different particle phases on $k_1$ are assumed to be multiplicative. Here we envision a situation in which thorium and $n$ different particle phases are interacting simultaneously (Stumm and Morgan, 1996, p. 65):

$$w_1S(1)X + \ldots + w_nS(n)X + Th \longrightarrow$$

$$w_1S(1)Th + \ldots + w_nS(n)Th +$$

$$w_{n+1}[S(1) + S(2)]Th + \ldots + w_{n+m}[S(1) + S(2) + \ldots S(n)]Th + (v_1 + \ldots v_n)X.$$  

(10)

In this reaction, $(v_1, \ldots, v_n)$ and $(w_1, \ldots, w_{n+m})$ are stoichiometric coefficients, and $m$ is the number of possible combinations of particle surfaces. Assuming for the moment that the chemical
equation (10) is an elementary step, the rate of disappearance of thorium from solution is:

$$\frac{d[Th]}{dt} = \{-k_{1,c}[S(1)X]^{v_1} \cdots [S(n)X]^{v_n}\}[Th],$$

(11)

where $k_{1,c}$ is a high-order rate constant. The factor between curly brackets can be used to define another pseudo first-order rate constant $k_1$,

$$k_1 = k_{1,c}[S(1)X]^{v_1} \cdots [S(n)X]^{v_n}.$$  

(12)

This alternative expression of $k_1$ is formally analogous to the multiplicative model (equation 5).

Thus, like the additive model, the multiplicative model for $k_1$ could also be justified kinetically at first glance. However, the assumption that the chemical equation (10) is an elementary step may be severely questioned, as the probability of a simultaneous encounter of four different types of particles and a thorium cation is extremely low. For example, Stumm and Morgan (1996) noted that even an elementary reaction involving three species is infrequent in solution. Thus, although both the additive model and the multiplicative model could on first consideration be justified kinetically, each of these models is questionable - the first because it neglects interactions between different particulate phases and the second because it implies the simultaneous collision of large number of reactants in solution.

In summary, the additive and multiplicative models of Th adsorption onto particles seem to represent two limiting cases. Whereas model I neglects particle interactions, model II posits the simultaneous interaction of all particle phases with thorium in solution. A hybrid model that expresses $k_1$ as a sum of terms, with some of the terms proportional to a product of concentrations of different particle phases, might provide a more credible description of the kinetics of Th attachment to particles. However, identifying and testing the appropriateness of such a model is beyond the scope of this study. It should also be stressed that multiple phenomena could lead to formulations of models for $k_1$ that are fundamentally different than those considered here. Such
phenomena include, for example, the coagulation of colloidal phases (Morel and Gschwend, 1987; Honeyman and Santschi, 1989), changes in the chemical composition of POM, and the coating of particles by organic material.

4.3 Reduced Models

Although a multiplicative model can be challenged, it should be noted that equation (5) includes the possibility that several exponents vanish; should only one or two exponents be significantly different from zero, then model II would provide a more plausible description of Th sorption onto particles. Table 3 shows that, when considering results derived for all stations or the eastern stations, only the exponents for the biogenic phases are significantly different from zero. For both groups of stations, then, we may approximate equation (5) as:

\[ k_1 = k_{1,c} [bio]^{b_1}. \]  

(13)

For all stations and the eastern stations, we estimate that \( b_1 \geq 1 \) (Table 3). Thus equation (13) is similar to the dependence of \( k_1 \) on bulk particle concentration \( (P) \) found by Lerner et al. (2017), \( k_1 \propto P^{b} \) with \( b \geq 1 \). A nonlinear relationship between biogenic particle concentration and surface site concentration may explain an exponent \( b_1 \neq 1 \). The chemical quality of particulate organic matter (POM) may also play a role. If labile POM is assumed to more efficiently adsorb thorium than semi-labile or refractory POM, then changes in POM lability with depth, as has been reported in multiple studies (Wakeham et al., 1997; Hedges et al., 2000; Lutz et al., 2002; Sheridan et al., 2002; Collins et al., 2015), could conceivably also result in a nonlinear relationship between \( k_1 \) and the concentration of biogenic particles. For example, organic molecules with carboxylic acid functional groups, in particular acid polysaccharides, have a strong affinity for thorium (Quigley et al., 2001, 2002; Santschi et al., 2003; Quiroz et al., 2006; Santschi et al., 2006). Sheridan et al. (2002) reported that the weight fractions of amino acids and fatty acids, which can include carboxylic acid functional groups, in suspended particles decrease with depth along the mesopelagic zone (~200-1000 m) in the Equatorial Pacific.

Although the nature of POC along GA03 has not been characterized, a change in the compo-
position of POC may also explain differences in the sensitivity of $k_1$ to the biogenic particles at the eastern vs. western stations (Table 3). POC at stations from the Mauritanian upwelling region may comprise a larger fraction of fresh and labile material with different surface functional groups than POC at the western stations. If POC at the western stations was characterized by fewer reactive functional groups than POC at the eastern stations, then the biogenic particle phases would become relatively less important for Th adsorption at the western stations.

At the western stations under model II, we find that the regression coefficient for Mn (oxyhydr)oxides is the only one that is significant at the 0.05 level (Table 3). Thus, for this group of stations, we may approximate equation (5) as:

$$k_1 = k_{1,c}[Mn]^{b_3}.$$ (14)

For the western stations, we estimate that $b_3 = 0.92 \pm 0.42$, which is close to and not significantly different from 1 (Table 3). The shift in the dominant phase influencing $k_1$ from biogenic particles at the eastern stations to Mn (oxyhydr)oxides at the western stations coincides with an increase in the average contribution of Mn (oxyhydr)oxides to total particulate material from $= 0.06 \pm 0.01\%$ at the eastern stations to $= 0.12 \pm 0.02\%$ at the western stations, where averages and standard errors are calculated from the particle phase data used in this study (below ~100 m; Lam et al. (2015)). Thus, $k_1$ appears more sensitive to Mn (oxyhydr)oxides when the fraction of this particle phase, relative to bulk particles, is increased. Below, we speculate on two potential reasons for the increased importance of Mn (oxyhydr)oxides at the western stations: the effect of surface area of the particles and the effect of surface charge of the particles.

Thorium may preferentially scavenge onto particles with a high surface area to mass ratio. Mn (oxyhydr)oxides have specific surface areas (SSAs) ranging from tens to hundreds of m$^2$/g (Toner et al., 2005), whereas the SSAs of biogenic particles appear to vary widely with particle type. Laboratory studies have shown that SSAs of biogenic carbonate particles are low, ranging between 1-10 m$^2$/g (Keir, 1990) while SSAs of biogenic silica vary between 10-250 m$^2$/g (Dixit et al., 2001). It is unclear what the relevant range of SSAs for POC is in our study area. Thus particles with high
Mn (oxyhydr)oxides and biogenic silica content would be expected to have more available surface area than particles with high carbonate content. Notice that, similarly to Mn (oxyhydr)oxides, Fe (oxyhydr)oxides can have SSAs up to hundreds of m$^2$/g ([Borggaard](1983); [Hiemstra and Van Riemsdijk](2009)). Yet, this particle phase does not appear to significantly influence $k_1$ at the western or eastern stations (Table 3). One reason for the low influence of Fe (oxyhydr)oxides at both groups of stations may be this phase’s lower contribution to total particle concentration at both the western (0.07 ± 0.00%) and eastern (0.02 ± 0.00 %) stations (averages and standard errors calculated from data below ~100 m; [Lam et al. (2015)]). Speculatively, then, the increased importance of Mn (oxyhydr)oxides at the western stations might be due to a combination of its high specific surface area and its greater contribution to bulk particle concentrations, so that the encounter rate between Th-bearing molecules or ions in solution and Mn-rich particles site would be higher at these stations.

Mn (oxyhydr)oxides may also increase in importance at the western stations because of the electrical charge present at the surfaces of Mn-enriched particles. For example, while both Mn and Fe (oxyhydr)oxides have large SSAs, their surface charge at seawater pH differs. Potentiometric titrations performed at a variety of ionic strengths have shown that synthetic ferrihydrite (Fe oxyhydroxide) has near neutral surface charge whereas synthetic birnessite (MnO$_2$) is negatively charged ([Peacock and Sherman](2007); [Moon and Peacock](2013)). Thorium, which exists in the +IV oxidation state in seawater ([Choppin and Wong](1998); [Santschi et al.](2006)), may have a stronger affinity towards negatively charged Mn (oxyhydr)oxides than neutrally charged Fe (oxyhydr)oxides.

Note that the increase in the fraction of Mn (oxyhydr)oxides from the eastern to western stations also coincides with a change in the composition of biogenic particles between these stations. The contribution of biogenic silica to bulk particle concentration amounts to 5.0 ± 0.4% at the eastern stations and 2.5 ± 0.3% at the western stations (averages and standard errors calculated from phase data below 100 m; [Lam et al. (2015)]). In contrast, the contribution of carbonate to bulk particle concentration does not change significantly from the eastern stations (3.3 ± 0.4%) to the western stations (3.9 ± 0.9%). In addition to the larger SSAs of biogenic silica compared to those
of biogenic carbonate particles, laboratory studies have shown that, at seawater pH, carbonate par-
ticles are positively charged (Morse, 1986), but biogenic silica and organic matter are negatively
charged (Niehof and Loeb, 1972; Hunter and Liss, 1979; Davis, 1982; Dixit et al., 2001). Assuming $k_1$ increases with either SSA or negative charge of particles, the effect on $k_1$ of non-biogenic particles relative to that of biogenic particles would thus be stronger at the western vs. the eastern stations, consistent with our results (Table 3). Thus, our study suggests the hypothesis that $k_1$ in the North Atlantic is at least partly controlled by particle phases with negatively charged surfaces: biogenic particles at the eastern stations and Mn (oxyhydr)oxides at the western stations.

### 4.4 Paleoceanographic Implications

In this section, the potential implications of our results for the interpretation of $^{230}$Th measurements on bulk sediment samples are briefly discussed. Such measurements have found different applications in paleoceanography. For example, they are used to correct accumulation rates of constituents for the effects of sediment redistribution on the seafloor by bottom currents (for a review see, e.g., Fran¸cois et al. (2004)). In this approach, the accumulation rates are normalized to the flux of $^{230}$Th scavenged from seawater, $F$, which is assumed to be equal to the rate of $^{230}$Th radioactive production in the overlying water column,

$$F = \lambda A_\pi Z. \quad (15)$$

Here, $\lambda$ is the $^{230}$Th radioactive decay constant, $A_\pi$ is the $^{234}$U activity, and $Z$ is the local water depth. Expression (15) can be derived by summing equations (1-2) with $T(\cdot) = 0$, which yields an equation for total $^{230}$Th activity,

$$w \frac{dA_p}{dz} = \lambda A_\pi. \quad (16)$$

Integration of equation (16) from the surface ($z = 0$) to the bottom ($z = Z$) and with the boundary condition $A_p = 0$ dpm m$^{-3}$ at $z = 0$ leads to (15), since $F = wA_p(Z)$. Naturally, the reversible exchange terms in (1a) and (1b) cancel out in the derivation of the equation for
total $^{230}$Th (16). As a result, at least under the assumptions under which (15) holds, the $^{230}$Th normalization approach appears to be immune to variations in $k_1$ such as caused by variations in particle concentration and particle composition.

Such a conclusion, however, would not hold if any of the assumptions used to derived (15) are violated. For example, if the residence time of thorium with respect to scavenging (average residence time ~20 yrs, Henderson and Anderson (2003)) is close to or greater than the time scale for Th advection, then the assumption that $T(\cdot) = 0$ would not hold, and the vertical flux of $^{230}$Th$_p$ may be sensitive to variations in $k_1$. This can be seen by including horizontal advection in equations (1a) and (1b), and by assuming the other terms in $T(A_d)$ and $T(A_p)$ are negligible:

$$u \frac{\partial A_d}{\partial x} = \lambda A_p + k_{-1}^* A_p - k_1 A_d, \quad (17a)$$
$$u \frac{\partial A_p}{\partial x} + w \frac{\partial A_p}{\partial z} = k_1 A_d - k_{-1}^* A_p, \quad (17b)$$

where $u$ is the velocity component along the horizontal coordinate $x$, and $k_{-1}^* = k_{-1} + \beta_1$. Note that radioactive decay rates have been omitted in (17a-17b), since they are very small compared to adsorption and desorption rates for the long-lived $^{230}$Th. Multiplying (17a) by $k_1$, applying the operator $u \frac{\partial}{\partial x} + k_1$ to (17b), and summing the two resulting equations, yields the following equation for $A_p$:

$$u^2 \frac{\partial^2 A_p}{\partial x^2} + uw \frac{\partial^2 A_p}{\partial x \partial z} + u(k_1 + k_{-1}^*) \frac{\partial A_p}{\partial x} + wk \frac{\partial A_p}{\partial z} = k_1 \lambda A_p. \quad (18)$$

Equation (18) is a second order linear partial differential equation with three terms that depend on the horizontal velocity $u$. If these terms are ignored, we recover equation (16), which does not include $k_1$. However, if these terms are retained, then $k_1$ would not cancel out from (18), i.e., adsorption onto particles would influence the distribution of $^{230}$Th$_p$ and hence the vertical settling flux of particulate $^{230}$Th reaching the sediment.

Paired measurements of $^{230}$Th and $^{231}$Pa on bulk sediment samples have been used to draw
inferences about past changes in biological productivity (Kumar et al., 1993) and ocean circulation (Yu et al., 1996). The interpretation of sediment $^{231}$Pa/$^{230}$Th data in terms of ocean circulation is complicated by the uncertainties in the analysis of these data (Burke et al., 2011) and by the spatial variability in scavenging intensity (Hayes et al., 2015b). Since the present paper addresses the effects of particle composition on Th scavenging only, it appears inappropriate to comment on implications for the interpretation of sediment $^{231}$Pa/$^{230}$Th records. Nevertheless, by providing evidence that the specific rate at which Th attaches to particles varies along GA03, apparently in relation to particle concentration and particle composition, our study suggests that such variations may play a role in the distribution of sedimentary indicators based on $^{230}$Th.

4.5 Importance of Errors

Our previous results are based on a regression technique (OLS) that does not consider the error (co)variances in the particle data and $k_1$ estimates. However, these errors may significantly influence estimates of the regression coefficients. To document this influence, we use the Algorithm of Total Inversion (ATI). Whereas OLS is a standard procedure, the ATI is less commonly used and is described in detail in Appendix B. The regression coefficients estimated by ATI are reported in Tables 4 and 5, and the best fits are shown in Figure 8.

Table 4: Regression coefficients $\pm$ 1 standard deviation (yr$^{-1}$ m$^3$ mg$^{-1}$) for model I (ATI)

<table>
<thead>
<tr>
<th></th>
<th>bio</th>
<th>litho</th>
<th>Mn</th>
<th>Fe</th>
</tr>
</thead>
<tbody>
<tr>
<td>all stations (n=63)</td>
<td>0.35±0.07</td>
<td>0.25±0.11</td>
<td>-38.5±20.8</td>
<td>103.5±14.4</td>
</tr>
<tr>
<td>western stations (n=35)</td>
<td>0.19±0.07</td>
<td>0.17±0.16</td>
<td>-27.4±20.1</td>
<td>73.64±14.67</td>
</tr>
<tr>
<td>eastern stations (n=28)</td>
<td>0.58±0.24</td>
<td>0.30±0.58</td>
<td>-182.4±144.2</td>
<td>176.5±62.7</td>
</tr>
</tbody>
</table>

Table 5: Regression coefficients $\pm$ 1 standard deviation for model II (ATI)

<table>
<thead>
<tr>
<th></th>
<th>bio</th>
<th>litho</th>
<th>Mn</th>
<th>Fe</th>
</tr>
</thead>
<tbody>
<tr>
<td>all stations (n=63)</td>
<td>1.81±0.18</td>
<td>0.16±0.20</td>
<td>-2.03±0.53</td>
<td>0.46±0.09</td>
</tr>
<tr>
<td>western stations (n=35)</td>
<td>1.27±0.20</td>
<td>-0.37±0.20</td>
<td>-0.40±0.38</td>
<td>0.26±0.06</td>
</tr>
<tr>
<td>eastern station (n=28)</td>
<td>1.69±0.34</td>
<td>-1.09±0.46</td>
<td>1.03±0.54</td>
<td>-0.22±0.06</td>
</tr>
</tbody>
</table>

For the biogenic phases, the coefficients obtained by the ATI differ from 0 by more than 2 standard deviations in all cases. This result is consistent with the finding from OLS that across all regression models (I and II) and groups of stations (all stations, western stations, and eastern stations), $k_1$ has a positive relationship with biogenic particles which is generally significant at the 0.05 level. The sole exception to this result arises when OLS is used to fit model II at the western
stations, for which the biogenic phase regression coefficient is not significant ($p = 0.32$). For the other particle types, the choice of regression technique significantly changes the estimated regression coefficients (compare Tables 2-3 with Tables 4-5). The coefficient for Fe (oxyhydr)oxides at all stations provides an extreme example, amounting to $14.56 \pm 18.01$ yr$^{-1}$ m$^3$ mg$^{-1}$ for OLS and to $103.5 \pm 14.4$ yr$^{-1}$ m$^3$ mg$^{-1}$ for the ATI (all stations, model I).

Notice that there is no a priori reason to prefer one regression method over another, since each has advantages and disadvantages. Ordinary least squares, while not considering the error (co)variances of the data and $k_1$ estimates, finds the best, unbiased linear fit to the data. In contrast to OLS, the ATI accounts for estimated errors in $k_1$ and the particle data. However, it can produce solutions which are (i) questionable if the regression problem is strongly nonlinear (i.e., if the errors in the regressors are substantial), (ii) biased, and (iii) very sensitive to prior statistics assumed for the regression coefficients (Appendix C).

### 4.6 Particle Concentration vs. Particle Composition

In this section, we test whether particle concentration and particle composition explain significantly different fractions of the variance in our $k_1$ estimates at the selected GA03 stations. We first perform this analysis for model II. Figure 9 shows the $k_1$ estimates derived in this paper vs. bulk particle concentration. A log-log scale is used to be consistent with model II. The Pearson correlation coefficient between $\ln(k_1)$ and $\ln(P)$ amounts to $r = 0.71$ for all stations, 0.54 for stations west of GT11-24, and 0.77 for stations east of and including GT11-24. In comparison, the multiple correlation between $\ln(k_1)$ and a linear combination of the logarithms of particle phases for these groups of stations amounts to $R = 0.71$, 0.62, and 0.82, respectively (section 3.1). To compare both sets of correlations, we conduct an $F$ test for the equality of the variance in $\ln(k_1)$ explained by $\ln(P)$ and by a linear combination of the logarithms of particle phases. The $p$ values are 0.95 for all selected stations, 0.23 for stations west of GT11-24, and 0.82 for stations east of and including GT11-24. A similar analysis for model I yields $p$ values of 0.09 for all selected stations, 0.63 for stations west of GT11-24, and 0.15 for stations east of and including GT11-24. Thus, for each group of stations and for each model, particle composition explains a proportion of
variance in $k_1$ or $\ln k_1$ that is statistically indistinguishable at the 0.05 level from that explained by particle concentration.

However, the particle composition analysis brings additional insight into the mechanisms by which thorium adsorbs onto particles. For example, the better performance of the multiplicative compared to the additive model highlights the importance of interactions between particle phases. Moreover, the regression against particle composition illustrates the regional variability in the effectiveness of different particle phases at adsorbing thorium. For example, the importance of Mn (oxyhydr)oxides at the oligotrophic western stations, but not in the more productive, Mauritanian upwelling regions, suggests a difference in the interactions and/or chemical quality of particles between these two regions.

5 Conclusion

In this paper, we document the influence of particle composition on estimates of the rate constant of thorium adsorption onto particles ($k_1$) at selected stations of the U.S. GEOTRACES North Atlantic section. Multiple linear regression analysis is applied to determine the sensitivity of $k_1$ to various particle phases (biogenic particles, lithogenic particles, Mn and Fe (oxyhydr)oxides). Two models for the dependence of $k_1$ on particle composition are considered: model I assumes that the effects of the different particle phases on $k_1$ are additive, whereas model II assumes that these effects are multiplicative. We apply these regression models to three groups of stations: (i) all selected stations, (ii) stations west of the Mauritanian upwelling, and (iii) stations within the Mauritanian upwelling.

We find that the variations in $k_1$ explained by the particle phase data depends on the group of stations considered and the model applied: $R^2 = 0.60$ (0.67) for model I (II) applied to the eastern stations, and $R^2 = 0.26$ (0.39) for model I (II) applied to the western stations. The estimates of the regression coefficients and their standard errors are sensitive to the consideration of errors in the particle data and $k_1$ estimates. Nonetheless, the regression coefficient estimate for biogenic particles is generally significant at the 0.05 level for both models I and II. A relative importance analysis reveals that the biogenic particles dominate the variability in $k_1$ explained by particle
composition in the Mauritanian upwelling region, but that Mn (oxyhydr)oxides account for most of
the explained variability in $k_1$ west of this region. We also find that the correlation between $k_1$ and
particle composition is not significantly different from that between $k_1$ and particle concentration
at the 0.05 level.

Our results thus suggest that the apparent rate constant $k_1$ may largely be driven by one particle
type: biogenic phases for the stations in the Mauritanian upwelling region and Mn(oxyhydr)oxides
for the stations east of this region. While this finding may appear to be at variance with Hayes et al.
(2015a) and earlier studies on the relationship between $K_D$ and particle composition, it is important
to emphasize that $K_D$ and $k_1$ are different concepts. On the one hand, $K_D$ is an empirical measure
of the proportion of the metal bound to particles, given the concentrations of the metal in solution
and the concentration of particles. On the other hand, $k_1$ represents an apparent first order rate
constant for the adsorption of the metal onto particles. The expression $K_D = k_1/((k_{-1} + \beta_{-1})P)$,
valid only under a set of assumptions (Honeyman et al., 1988; Lerner et al., 2017), shows that $K_D$
would carry information about the relative intensity of metal attachment to, and detachment from,
particles, whereas $k_1$ would carry information about the rate of only one of these processes. In this
perspective, $K_D$ and $k_1$ would play the same role as equilibrium and rate constants in the study
of chemical reactions and provide complementary information about the scavenging of particle-
reactive metals in oceanic waters.

Finally the analysis presented here may grant us some insight into the nature of thorium adsorp-
tion onto particles in the North Atlantic. The importance of biogenic particles at the eastern stations
may stem from the preferential adsorption of Th onto particulate matter with large amounts of car-
boxyl functional groups, while the importance of Mn (oxyhydr)oxides at the western stations may
reflect preferential adsorption on Mn-rich particles with high specific surface area and/or negative
surface charges. Whether similar results hold for other metals in the ocean, and their implications
for the interpretation of thorium isotope measurements in the seawater and the sediments, remain
to be investigated.
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6 Appendix A

In this study, we derive estimates of $k_1$ from the fit of a thorium cycling model (eqs. 1a-1b) to radionuclide data. The fit is achieved using a nonlinear programming technique using parameter values reported in Table A.1 of *Lerner et al.* (2017). We refer the reader to this previous work for details. In contrast to the present study, *Lerner et al.* (2017) obtained estimates of $k_1$ by fitting a model considering both thorium and particle dynamics to radionuclide and particle concentration data. In order to check for consistency between the two sets of estimates of $k_1$, we regress $k_1$ values obtained in this study against those obtained in *Lerner et al.* (2017) (Figure A1). We find that the slope of the OLS fit amounts to $1.25 \pm 0.09$. Thus, the $k_1$ estimates derived in this paper are in general slightly larger than those derived by *Lerner et al.* (2017), but the two sets of estimates are highly correlated ($R^2 = 0.99$).

7 Appendix B

In this section, we briefly review the relative importance techniques of *Kruskal* (1987) and *Azen and Budescu* (2003); further details on these techniques can be found in these two papers.

7.1 Averaging Over Orderings (AOO)

To evaluate the importance of different regressors, *Kruskal* (1987) addressed the scenario in which there is no “natural ordering” of importance of the regressors. In this case, he suggested to take an average over all orderings. Using partial correlation coefficients as measures of importance, the method of AOO averages these coefficients obtained from every possible permutation of the regressors. When calculating the partial correlation between a regressor and regressand, the order of regressors determines whether the correlation takes into account the variance in the regressand explained by the other regressors. As an example, consider a case with only two particulate phases, $P_1$ and $P_2$. In that case, $\ln k_1$ is modeled as a linear combination of these two regressors:

$$\ln(k_1) = a_0 + a_1 \ln(P_1) + a_2 \ln(P_2) + \epsilon. \quad (19)$$

To estimate the relative importance of $\ln P_1$, one averages the partial correlation coefficients
between $\ln P_1$ and $\ln k_1$ over every possible order of $P_1$ and $P_2$. In this case, the regressors have only two possible orders: $P_1, P_2$ and $P_2, P_1$. For the first ordering, $P_1, P_2$, the partial correlation coefficient between $\ln k_1$ and $\ln P_1$ is simply the Pearson correlation coefficient between $\ln k_1$ and $\ln P_1$, $R_{k_1, P_1}$. For the second ordering, $P_2, P_1$, the partial correlation coefficient must take the variance in $\ln k_1$ explained by $\ln P_2$ into account:

$$R_{k_1, P_1, P_2} = \frac{(R_{k_1, P_1} - R_{k_1, P_2} R_{P_1, P_2})/\sqrt{(1 - R^2_{k_1, P_2})(1 - R^2_{P_1, P_2})}}.$$  (20)

Here, $R_{k_1, P_2}$ is the Pearson correlation coefficient between $\ln k_1$ and $\ln P_2$, and $R_{k_1, P_1}$ is the Pearson correlation coefficient between $\ln P_1$ and $\ln P_2$. The relative importance of $P_1$ is then taken as the average of the two squared partial correlation coefficients,

$$RI = 0.5(R^2_{k_1, P_1} + R^2_{k_1, P_1, P_2}).$$  (21)

### 7.2 Dominance Analysis

Dominance analysis accounts for the correlation between regressors by averaging the contribution to $R^2$ by a regressor over models encapsulating every possible subset of regressors (Azen and Budescu, 2003). As an example, consider again the case with only two particulate phases:

$$\ln (k_1) = a_0 + a_1 \ln (P_1) + a_2 \ln (P_2) + \epsilon. \quad (22)$$

To estimate the relative importance of $\ln P_1$, take the average additional contribution of $\ln P_1$ to the explained variance over two models: (1) a null model with no contributions from $\ln P_1$ and $\ln P_2$, and (2) a model considering $\ln k_1$ as a linear function of $\ln P_2$. Respectively:

$$\ln (k_1) = a_0 + \epsilon, \quad (23a)$$

$$\ln (k_1) = a_0 + a_2 \ln (P_2) + \epsilon. \quad (23b)$$
Denote $R_{null}^2$ and $R_{P2}^2$ as the squared correlation coefficients for models (23a) and (23b), respectively. Adding $\ln P_1$ to each model results in the following extended models,

\[
\ln(k_1) = a_0 + a_1 \ln(P_1) + \epsilon, \quad (24a)
\]
\[
\ln(k_1) = a_0 + a_1 \ln(P_1) + a_2 \ln(P_2) + \epsilon. \quad (24b)
\]

Denote $R_{P1}^2$ and $R_{full}^2$ as the squared correlation coefficients for models (24a) and (24b), respectively. The relative importance is then defined as the average contribution of $P_1$ to the explained variance, i.e.,

\[
RI_{P1} = 0.5((R_{full}^2 - R_{P2}^2) + (R_{P1}^2 - R_{null}^2)). \quad (25)
\]

A similar expression is used for $RI_{P2}$. Thus, dominance analysis breaks down the squared correlation of a multiple linear regression into contributions from the different regressors.

8 Appendix C

We account for the error (co)variances of the particle composition data and $k_1$ estimates using the Algorithm of Total Inversion (ATI; Tarantola and Valette, 1982). The ATI proceeds as follows. In equations (3) and (4) (section 3.2), the regression coefficients as well as the particle phase data are treated as unknowns. We construct a prior estimate of a vector $x$ of unknowns, which is $x_0$. The elements of $x_0$ contain (i) prior estimates of the regression coefficients, and (ii) the particle measurements ($bio, litho, Mn, Fe$). We also construct a vector equation $f(x) = 0$ which contains the regression equations (3) or (4). We then minimize the objective function

\[
J(x) = (x - x_0)^T C_0^{-1} (x - x_0) + f(x)^T C_f^{-1} f(x). \quad (A.1)
\]

Here $C_0$ and $C_f$ are covariance matrices for the errors in $x_0$ and in the model equations (eq. 3 or 4), respectively, and the primes are vector transposes. The error covariance matrix $C_0$ is taken as
diagonal. Its diagonal elements are the squared errors in the particle measurements (or the squared
errors of the natural logarithm of these elements) and in the prior estimates of the regression co-
efficients. The matrix \( C_f \) is based on the error (co)variances of \( k_1 \) derived by inversion (section
2.3). Thus we seek an estimate of \( \hat{x} \) that is consistent with (i) its prior estimates, \( x_0 \), given the
error variances in \( C_0 \), and (ii) the regression model (eq. 3 or 4), given the error covariances in \( C_f \).

The prior estimates of the regression coefficients in equation (3) or (4) are taken from Hon-
eyman et al. (1988). These authors fit a power law, \( k_1 = k_{1,c}P^b \), to field data spanning a wide
range of particle concentrations from \( O(10 \text{ mg m}^{-3}) \) to \( O(10^9 \text{ mg m}^{-3}) \). The prior estimates for
the regression coefficients \( (a_1, \ldots, a_4) \) for model I are set to the value of \( k_{1,c} = 0.024 \text{ yr}^{-1} \text{ m}^3 \text{ mg}^{-1} \) found by Honeyman et al. (1988), and the prior estimate for \( a_0 \) under model II is set to \( 0 \text{ yr}^{-1} \).

For model II, the prior estimates of the regression coefficients \( (b_1, \ldots, b_4) \) are set to the value of
\( b = 0.58 \) found by Honeyman et al. (1988), and the prior estimate for \( b_0 \) under model II is set to
\( \ln(k_{1,c}) = \ln(0.024 \text{ yr}^{-1} \text{ (m}^3 \text{ mg}^{-1})^{0.58} \). Since these prior estimates are poorly constrained, being
based on a single study that considers the effect of particle concentration (not composition) on \( k_1 \),
we set the prior estimates of their errors to be large, i.e., the prior estimates of the errors in the
regression coefficients are three orders of magnitude greater than their absolute value (for \( a_0 \) under
model I, the error is set to \( 1000 \text{ yr}^{-1} \)). With this choice, we find that the regression coefficient
estimates are very poorly sensitive to the prior values, a desirable result.

The ATI solution at iteration \( k_{i+1} \) is:

\[
\hat{x}_{k+1} = x_0 + C_0 F_k' (F_k C_0 F_k')^{-1} (F_k (\hat{x}_k - x_0) - f(\hat{x}_k)), \tag{A.2}
\]

where \( F \) is a matrix whose elements are the partial derivatives of equations (3) or (4) with
respect to the elements of \( x \), i.e., the element in the \( i \)th row and \( j \)th column of \( F_k \) is \( \partial f_i / \partial x_j \). The
solution error covariance matrix is estimated from

\[
C_{k+1} = C_0 - C_0 F_k' (F_k C_0 F_k')^{-1} F_k C_0. \tag{A.3}
\]
The matrix inversions in (A.2-A.3) are performed using LU decomposition.

We use two measures of goodness of fit. One is the fraction of the regression equations in \( f(x) = 0 \) that are satisfied to within \( \pm 2\sigma_{k_1} \), where \( \sigma_{k_1} \) is the estimated error in \( k_1 \) obtained by inversion. The other is the number of particle phase measurements that are fit to within 2 standard deviations by the model. We count a particle phase measurement as fit by the model I or II if the corresponding normalized residual is less than 2 in absolute magnitude. A normalized residual is defined as \( (\hat{x}_i - x_{0,i})/\sigma_{0,i} \), where index \( i \) refers to a particular sample and \( \sigma_{0,i} \) is the corresponding error (Lam et al., 2015). We find that, when the error (co)variance in the particle data and \( k_1 \) estimates are considered, between 96 and 100% of the particle phase data are fit to within two standard deviations in the data, and that between 97 and 100% of the regression equations are satisfied to within two standard deviations in the \( k_1 \) or \( \ln(k_1) \) estimates, where the ranges reflect the different models and different groups of stations. Thus, the regression coefficients obtained from ATI appear generally consistent with both the particle data and the \( k_1 \) or \( \ln(k_1) \) estimates given their respective error estimates.
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Figure 1: Stations occupied by the R/V Knorr during the GEOTRACES North Atlantic section (GA03). The grey dots show the stations occupied during the first leg (October 2010) and the black dots show the stations occupied during the second leg (November-December 2011). The open circle is both station GT10-12 of the first leg and station GT11-24 of the second leg. The data analyzed in this paper occur at stations marked by red asterisks. The solid lines show the coastline (black) and the 3000-m isobath (grey).

Figure 2: Pearson correlation coefficients between pairs of particle phases at selected stations of GA03. (a) Correlations between POC, PIC, bSi, lithogenic material, Mn (oxyhydr)oxides, and Fe (oxyhydr)oxides. (b) Correlations between the sum of biogenic particles (POC+PIC+bSi), lithogenic material, Mn (oxyhydr)oxides, and Fe(oxyhydr)oxides.

Figure 3: Principal component coefficients for each particle phase, with the percentage of total particle variance captured put into parentheses. The left panel corresponds to PC1, and the right panel corresponds to PC2. In each panel, the black (grey) bars show results obtained from the covariance (correlation) matrix.

Figure 4: Section plots of the principal components. Left (right) panels show the PCs calculated from the covariance (correlation) matrix. Note that the third and fourth stations from the right of each panel (GT10-12 and GT11-24, respectively) are actually at the same geographic location (17°23’ N, 24°30’ W).

Figure 5: Estimates of the adsorption rate constant, $k_1$ (yr$^{-1}$), at selected stations of the US GEOTRACES North Atlantic section. The third and fourth stations from the right of each panel (GT10-12 and GT11-24, respectively) are actually at the same geographic location (17°23’ N, 24°30’ W). The largest value inferred for $k_1$ (21 yr$^{-1}$ at 3200 m at station GT11-16) is not shown so that individual values of $k_1$ are more easily distinguished.

Figure 6: Regressions performed using OLS. Panels (a), (b), and (c) correspond to the regression for all stations, stations west of GT11-24, and stations east of and including GT11-24, respectively. Panels (d-f) correspond, respectively, to the same groups of stations and panels (a-c), but for the regression of ln($k_1$) vs the natural logarithm of the particle composition data. The solid line is the best fit, and the error bars are ± 1 standard deviation.

Figure 7: Relative Importance (RI) of particle phases for model I (upper panels) and model II (lower panels). Panels (a,d), (b,e), and (c,f) correspond to all stations, western stations, and eastern stations, respectively. The black and grey bars are the RI values obtained by respectively, dominance analysis and averaging over orders.

Figure 8: Panels a, b, and c show $k_1$ obtained from inversion of radiochemical data vs. $k_1$ obtained from regression against particle composition data using the ATI. Panels d, e, and f are similar to panels a, b, and c, except show ln($k_1$) rather than $k_1$. Panels (a,d), (b,e), and (c,f) correspond to the regression for all stations, stations west of GT11-24, and stations east of and including GT11-24, respectively. The solid line is the best fit, and the error bars are ± 1 standard deviation.

Figure 9: Regressions of ln($k_1$) estimated by inversion against the natural logarithm of measured bulk particle concentration at (a) all selected stations, (b) stations west of GT11-24, and (c) stations east of and including GT11-24. The solid line is the best fit and error bars are ± 1 standard deviation.
**Figure A1:** $k_1$ obtained from an inversion with bulk particle concentration data vs. $k_1$ obtained from an inversion without bulk particle concentration data. The error bars are ± 2 standard deviations. The solid line is the OLS fit, while the dashed line is the line of perfect agreement.
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In this supplement, we present (i) a figure showing the relationship between $K_D$ and particle phase data from previous studies (see second paragraph of the Introduction in the main text) and (ii) the equivalents of tables 2-5 in the main text with the regression coefficients ($a_0, b_0$) added and the columns labeled as $a_0, a_1, a_2, a_3, a_4$.

**Table S1:** Regression coefficients ± 1 standard error for model I ($a_0$ in yr$^{-1}$, and all other coefficients in yr$^{-1}$ m$^3$ mg$^{-1}$)

<table>
<thead>
<tr>
<th></th>
<th>$a_0$</th>
<th>$a_1$</th>
<th>$a_2$</th>
<th>$a_3$</th>
<th>$a_4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>all stations (n=63)</td>
<td>-0.26±0.35 (0.46)</td>
<td>0.52±0.08 (&lt;0.01)*</td>
<td>0.05±0.10 (0.65)</td>
<td>-44.62±49.11 (0.36)</td>
<td>14.56±18.01 (0.42)</td>
</tr>
<tr>
<td>western stations (n=35)</td>
<td>0.14±0.21 (0.89)</td>
<td>0.14±0.07 (0.06)</td>
<td>0.03±0.10 (0.76)</td>
<td>21.24±34.92 (0.54)</td>
<td>-1.24±11.82 (0.92)</td>
</tr>
<tr>
<td>eastern stations (n=28)</td>
<td>0.52±1.15 (0.65)</td>
<td>0.58±0.15 (&lt;0.01)</td>
<td>0.31±0.29 (0.29)</td>
<td>0.13±0.31 (0.68)</td>
<td>0.01±0.03 (0.61)</td>
</tr>
</tbody>
</table>

*a. Values in parentheses are $p$-values.

**Table S2:** Regression coefficients ± 1 standard error for model II ($a_0$ in ln(m$^3$ g$^{-1}$ yr$^{-1}$))

<table>
<thead>
<tr>
<th></th>
<th>$a_0$</th>
<th>$a_1$</th>
<th>$a_2$</th>
<th>$a_3$</th>
<th>$a_4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>all stations (n=63)</td>
<td>-0.81±1.56 (0.61)</td>
<td>1.03±0.20 (&lt;0.01)*</td>
<td>0.35±0.20 (0.08)</td>
<td>0.13±0.31 (0.68)</td>
<td>0.01±0.03 (0.61)</td>
</tr>
<tr>
<td>western stations (n=35)</td>
<td>3.55±2.16 (0.11)</td>
<td>0.32±0.27 (0.22)</td>
<td>-0.17±0.31 (0.58)</td>
<td>0.92±0.42 (0.03)</td>
<td>0.03±0.03 (0.35)</td>
</tr>
<tr>
<td>eastern stations (n=28)</td>
<td>-2.15±2.15 (0.32)</td>
<td>1.45±0.29 (&lt;0.01)</td>
<td>-0.46±0.47 (0.32)</td>
<td>-0.20±0.41 (0.62)</td>
<td>-0.01±0.04 (0.86)</td>
</tr>
</tbody>
</table>

*a. Values in parentheses are $p$-values.
Table S3: Regression coefficients ± 1 standard deviation for model I (ATI; \( a_0 \) is in yr\(^{-1} \), and all other coefficients are in yr\(^{-1} \) m\(^3\) mg\(^{-1} \))

<table>
<thead>
<tr>
<th></th>
<th>( a_0 )</th>
<th>( a_1 )</th>
<th>( a_2 )</th>
<th>( a_3 )</th>
<th>( a_4 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>all stations (n=63)</td>
<td>-0.62 ± 0.23</td>
<td>0.35 ± 0.07</td>
<td>0.25 ± 0.11</td>
<td>-38.5 ± 20.8</td>
<td>103.5 ± 14.4</td>
</tr>
<tr>
<td>western stations (n=35)</td>
<td>-0.25 ± 0.22</td>
<td>0.19 ± 0.07</td>
<td>0.17 ± 0.16</td>
<td>-27.4 ± 20.1</td>
<td>73.64 ± 14.67</td>
</tr>
<tr>
<td>eastern stations (n=28)</td>
<td>-0.25 ± 0.9</td>
<td>0.58 ± 0.24</td>
<td>0.30 ± 0.58</td>
<td>-182.4 ± 144.2</td>
<td>176.5 ± 62.7</td>
</tr>
</tbody>
</table>

Table S4: Regression coefficients ± 1 standard deviation for model II (ATI; \( a_0 \) in ln(m\(^3\) g\(^{-1} \) yr\(^{-1} \)))

<table>
<thead>
<tr>
<th></th>
<th>( a_0 )</th>
<th>( a_1 )</th>
<th>( a_2 )</th>
<th>( a_3 )</th>
<th>( a_4 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>all stations (n=63)</td>
<td>-9.29 ± 2.37</td>
<td>1.81 ± 0.18</td>
<td>0.16 ± 0.20</td>
<td>-2.03 ± 0.53</td>
<td>0.46 ± 0.09</td>
</tr>
<tr>
<td>western stations (n=35)</td>
<td>-1.65 ± 1.80</td>
<td>1.27 ± 0.20</td>
<td>-0.37 ± 0.20</td>
<td>-0.40 ± 0.38</td>
<td>0.26 ± 0.06</td>
</tr>
<tr>
<td>eastern station (n=28)</td>
<td>6.26 ± 3.05</td>
<td>1.69 ± 0.34</td>
<td>-1.09 ± 0.46</td>
<td>1.03 ± 0.54</td>
<td>-0.22 ± 0.06</td>
</tr>
</tbody>
</table>