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Broadband acoustic signals were transmitted during November 1994 from a 75-Hz source
suspended near the depth of the sound-channel axis to a 700-m long vertical receiving array
approximately 3250 km distant in the eastern North Pacific Ocean. The early part of the arrival
pattern consists of raylike wave fronts that are resolvable, identifiable, and stable. The later part of
the arrival pattern does not contain identifiable raylike arrivals, due to scattering from
internal-wave-induced sound-speed fluctuations. The observed ray travel times differ from ray
predictions based on the sound-speed field constructed using nearly concurrent temperature and
salinity measurements by more thapriori variability estimates, suggesting that the equation used

to compute sound speed requires refinement. The range-averaged ocean sound speed can be
determined with an uncertainty of about 0.05 m/s from the observed ray travel times together with
the time at which the near-axial acoustic reception ends, used as a surrogate for the group delay of
adiabatic mode 1. The change in temperature over six days can be estimated with an uncertainty of
about 0.006 °C. The sensitivity of the travel times to ocean variability is concentrated near the ocean
surface and at the corresponding conjugate depths, because all of the resolved ray arrivals have
upper turning depths within a few hundred meters of the surfacel9@9 Acoustical Society of
America.[S0001-49669)04506-3

PACS numbers: 43.30.Pc, 43.30.(2AC-B]

INTRODUCTION internal-wave effects and the potential predictability of these
effects using analytic acoustic fluctuation theories based on
Broadband acoustic signals were transmitted during Nointernal-wave dominance.
vember 1994 from a 75-Hz source to a 700-m-long vertical A number of previous experiments have firmly estab-
line array of hydrophones approximately 3250 km distant inlished the accuracy and resolution with which tomographic
the eastern North Pacific Ocean as part of the Acoustic Ennethods can measure ocean temperature and current at
gineering Test(AET) of the Acoustic Thermometry of ranges of up to about 1000 kfMunk et al, 1993. There
Ocean Climatg ATOC) project. The overall goals weré)( have been o.nly.a few previous experimgnts in which proad-
to determine the accuracy with which gyre- and basin-scal@and acoustic signals have been transmitted over multimega-

ocean temperature and heat content variability can be medreter ranges, however, and thesg experiments have left a
. . . number of issues unresolved, as discussed below.
sured using the methods of ocean acoustic tomographly, ( ; . .

. . . . In an experiment conducted intermittently from 1983-
to determine the vertical resolution that can be obtained %989 a broadband 133-Hz source mounted on the bottom at
multimegameter range in a single vertical slice containing arl83-r’n depth near Kaneohe, Hawaii, transmitted roughly 3.7
acoustic source and receiver, and ) to understand the in- Mm to a bottom-mounted horizontal array at 1433-m depth
fluences that smaller-scale processes like internal waves aRgfshore of Californiasee Spiesberger and Tapp€r996
mesoscale eddies have on the signals. This paper focuses gid the papers referenced thefeimterpretation of the re-
the accuracy and resolution with which gyre-scale temperaceived signals was complicated because all of the energy
ture and heat content can be measured using acoustic meteflected one or more times from the slope near Oahu before
ods. A companion paper by Colost al. (1999 focuses on  becoming trapped in the sound channel. No individual, re-
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solved ray arrivals were observed. Rather, five distinct andrertical line array so that the vertical structure of the received
relatively stable arrivals found near the beginning of com-signals could be measured. One implication is that the verti-
plex receptions lasting several seconds were shown to be rayl arrival angles of any raylike arrivals could be determined
arrival clusters each containing many predicted ray arrivals. and used to confirm the ray identifications. Further, the array
All five ray clusters consisted of steep rays inclined at aboutvas designed to be able to spatially resolve the low order
15° to the horizontal at the depth of the sound-channel axisacoustic modes, so that modal travel times could be mea-
The accuracy of the interpretation of the observed travel-timgured and modal scattering studied. The locations of the
variability of the ray clusters purely in terms of ocean tem-source and receiver were precisely determined using GPS
perature changes is somewhat uncertain. As ocean conditiofgvigation, so that the absolute range is known to within a
change, the locations at which the rays interact with the botfew meters. Finally, the temperature and salinity fields along
tom will change. The bathymetry at the locations ensonifiedhe transmission path connecting the source and receiver
by the rays is not well known, and so the extent to whichwere measured during the experiment with closely spaced
changes in path length of the bottom-reflected rays might bexpendable bathythermograpliXBT) and expendable
contr?buting to the observed travel-time changes is also Unconductivity-temperature-depttiXCTD) casts, so that the
certain. upper-ocean sound-speed field can be accurately computed.
A second experiment conducted in 1987 showed that  \ye are unaware of any previous broadband measure-
individual ray arrivals associated with very steep ray pathgpents that have been made at ranges in excess of 1000 km
are resolvable, identifiable, and stable at 3-4-Mm rangesyjth a vertical receiving array. A long vertical array was
when bottom _|nt(_aract|ons are unimportant. In this experi-geployed off Monterey, California, during HIFT at a range of
ment, transmissions from a broadband 250-Hz sourcgz \m to measure the modal content of the received signals,

moored near t.h.e depth of the sound-channel axis in the et [ow SNRs precluded broadband processiBgggeroer
tral North Pacific OceafDushawet al., 1993 to a bottom- etal, 1994. Narrowband analyses showed a surprisingly

mounted horizontal array in deep water about 3 Mm dIStanFich modal population. The experiment that most closely re-

were analyzedlin detai(Sﬁie?birger and Metzggr,llgfgl; sembles the one described here occurred during July 1989,
Spiesbergeet al, 1994. All of the measured arrivals for nen proadband signals were transmitted from a moored

this transmission path corresponded to rays that either reseq 1o <0 ce to a 3-km-long vertical receiving array 1000
flected from the surface or had upper turning depths within m distant in the north central Pacific Oceéiowe et al

few teps of metgrs of the surface. .AS a resul_t the vertlpa 991; Dudaet al, 1992; Cornuelleet al, 1993; Worcester
resolution that might have been achievable using a receiver

located closer to the depth of the sound-channel axis coul8t al, 1994. This experlment_ S*?OW?d Fhat energy confined
near the sound-channel axis is significantly scattered by

not be determined. Interpretation of the absolute travel times . L . .
Small-scale oceanic variability, reducing the vertical resolu-

. : etion that can be obtained using tomographic meth@idosi

source and receiver were not precisely known and becausee% al, 1994

no measurements were made of the sound-speed field bé- . . . . . .
tween the source and receiver at the time of the experimeng The ATOC Acoustic Engineering Test is descnk_)ed n
ec. | of this paper. The measured broadband acoustic arrival

Finally, the Heard Island Feasibility TegHIFT) in .
January 1991 demonstrated that low-frequency coded tranf2ttern at 3250-km range and 75_'HZ center frequ_ency IS 'Fhen
compared in Sec. Il with the arrival pattern predicted using

missions with a center frequency of 57 Hz could be coher : d salini
ently processed to yield adequate signal-to-noise ratiod'® nearly concurrent temperature and salinity measure-

(SNR9 at ranges of up to 18 MrtMunk et al, 1994. None ment_s. The goal is t(? determine i_f the two are quant.ita.tively
of the HIFT receptions yielded arrivals that were resolvableCOnSistent as a function of travel time and depth to within the
and identifiable with specific rays or modes, even at rangedncertainty imposed by our necessarily incomplete knowl-
as short as 5 Mm. Given that the previous experiments dis€dge of the sound-speed field. A full and complete under-
cussed above had yielded either ray clusters or individual ragt@nding of the forward problem is tisne qua norof any
arrivals that were identifiable at 3-4-Mm ranges, the inabilitylnverse problem. The observed ray travel times are found to
to identify specific arrivals at about 5-Mm range in the HIFT differ from ray predictions by more thaa priori variability
case was probably due in part to the fact that all the signal§Stimates, suggesting that the equation used to compute
traversed the complex oceanographic structure associat&@und speed from temperature, salinity, and pressure requires
with the Antarctic Circumpolar Front. The difficulties en- fefinement. One of the key issues is the extent to which
countered in interpreting the observed receptions were exa@ear-axial acoustic energy is scattered by internal-wave-
erbated by the fact that the sources were suspended fromiduced sound-speed fluctuations. It is conceivable that
moving ship, so that the geometry was continually Changin@coustic scattering from small-scale oceanic variability will
and the long-term stability of the transmissions could not beset a maximum range beyond which it is impossible to ex-
determined. tract meaningful information on the temperature of the inter-
The ATOC Acoustic Engineering Test differed from vening ocean from acoustic travel-time data. Linear inverse
these earlier experiments in a number of important waysmethods are used in Sec. Il to estimate the accuracy and
Both the 75-Hz source and the receiver were located near theertical resolution with which the sound-speed fi¢lhd
depth of the sound-channel axis at deep-ocean locations toerefore temperature and heat contémtthe vertical plane
avoid bottom interactions. The receiver was a 700-m-longcontaining the source and receiver can be determined at mul-
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The source transmitted a phase-modulated signal with a
center frequency of 75 Hz. The phase modulation was en-
coded using a linear maximal-length shift-register sequence
containing 1023 digits. The source transducer has less band-
width than desired but more drive capability than needed.
The input waveform used to drive the source was therefore
adjusted to give an output signal containing phase-modulated
digits with two cycles of carrier each, even though the inher-
ent bandwidth of the source was significantly narrower than
Q=2 (37.5 H2. Each digit was then 26.667 ms in duration,
and each sequence period was 27.2800 s long. Fifty-four
transmissions were made, consisting of a mix of 10-, 20-,
and 40-min transmissions, with ® # h between transmis-
sions. The source level was 260 (895 dBre 1 uPa at 1 n).

The vertical receiving array consisted of 20 hydrophones
at 35-m spacing1.75 wavelengths at 75 hibetween 900-
and 1600-m depth(A second 20-hydrophone subarray, be-

. tween 200- and 900-m depth, failgd:he incoming hydro-
W A phone signals were amplified, bandpass filtered, and sampled
, : : » : , using 16-bit analog-to-digital converters at a 300-Hz rate.
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Transmissions were made for seven days during Novem-
FIG. 1. Acoustic path from the 75-Hz acoustic soufcsuspended from R/P ber 1994, beginning on yearday 3217 November 1994
FLIP to the vertical receiving arrai moored east of Hawaii. The path is  and ending on yearday 3223 November 1994 After re-

superimposed on ETOPO-5 bathymetNational Geophysical Data Center, .
1988. Neither the ETOPO-5 bathymetry nor an improved estimate of thetum to shore, the acoustic data were complex demodulated

bathymetry using satellite altimetry dafaottom) shows significant features and the phase modulation was removed. Forty periods
along the acoustic path. The improved bathymetry was derived by combin(1091.20 $ of the received signal were recorded for the 20-
ing conventional sounding data with depths estimated from the gravitymin transmissions. but only 28 perio(jE63.840 $were co-
anomaly field computed from satellite altimetry dé&mith and Sandwell, h tl ,d to f th ti h h Th
1994; Sandwell and Smith, 1997; Smith and Sandwell, 1997 erently processe_ o o_rm e receptions shown nhere. . €

SNR of the ray arrivals did not increase for longer averaging
timegameter ranges. Finally, in Sec. IV we discuss the impmes, |nd|cqt|ng that the signal du.rat|on exceedgd the §|gna|

I coherence time. Doppler processing was required owing to

plications of these results. X " .

the relative velocities of the moored source and receiver.
Even though the relative velocities were smdh2 cm/s,

the long coherent processing time made the relative motion
The acoustic source was suspended at 652-m depth, neduring transmissions significant. A standard Doppler search
the sound-channel axis, from the floating instrument platwas performed for each reception to determine the relative
form R/P FLIP, which was moored in the eastern North Pavelocity (assumed constanthat yielded the maximum out-
cific Ocean at 31° 2.080, 123° 35.420W, in water more  put signal level.
than 4000 m deegFig. 1). R/P FLIP was in a trimoor to The position of the source and the position and shape of
minimize source motion. The transmissions were received othe AVLA were measured by long-baseline acoustic naviga-
two autonomous vertical line arra§AVLA) receivers, as tion systems, using acoustic transponders on the seafloor.
well as on numerous U.S. Navy receivers in the North PaThe source’s position was determined to within about 1 m
cific Ocean and on a deep sonobuoy receiver near Newns, using acoustic interrogators on the source package and
Zealand. The results presented here were obtained from tle# R/P FLIP. Source displacements as large as 1500 m oc-
AVLA moored at 20° 39.040N, 154° 04.640W, just east curred, with typical velocities of 1-2 cmi$ig. 2). The ab-
of Hawaii, in water about 5312 m deep. The source andsolute positions of the elements in the vertical receiving ar-
receiver positions were determined to within a few metergay were determined to within about 1.5-m rms, using an
using differential GPS navigation. The range was 3252 382coustic interrogator at the center of the array. The naviga-
m (WGS-84. The refracted geodesic, which includes the ef-tion signals were received on six of the same hydrophones
fects of horizontal gradients in sound spésee Munket al., used to receive the 75-Hz signals, distributed over the array
1995, is separated from the unrefracted geodesic by lesaperture, as well as on the interrogation transducer. The rela-
than 2 km along the entire path and is longer than the unretive positions of the hydrophones were determined to within
fracted geodesic by only about 3 m. The transmission pathbout 0.2 m rms. Array displacements in excess of 100 m
does not cross any major oceanographic fronts or other feavere observed, as well as significant array curvatbigs. 2
tures. There are no significant bathymetric features along thand 3.
path (Fig. 1). Surprisingly, the relative velocities determined from the
The instrumentation and signal processing are describesheasured source and receiver locations did not always agree
in detail by the ATOC Instrumentation Gro@p995. Only a  with those determined from the Doppler processing. The dis-
brief summary is given here. crepancy is due to acoustic travel-tinghase changes pro-

I. THE EXPERIMENT
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FIG. 2. North-south and east-west displacements of the scitdeshed FIG._ 3. Radial displacement of the Hawaii AVLA on yearday 326, 1994.
and of the center of the vertical receiving arfy(solid) versus time. All times are UTC.

) o ) predictions to within measurement uncertainty. Plotting
duced during a transmission by the change in the barotropig:qystic intensity as a function of travel time and hydro-
tidal current along the acoustic path over the 20-min ransppone depth clearly reveals acoustic wave fronts sweeping
mission interval.(Constant velocmgs,. even if range depen- 5.r0ss the arragFig. 4). Wave fronts can be seen prior to a
dent, do not produce a Doppler shiffidally induced phase (4y¢| time of about 2195 s, after which the arrival pattern
c_hanges can be comparablg to those (_:aused by relative M@acomes quite complex.
tions of the source and receiver. Even if both the source and
receiver were truly fixed, a tidal correction would be re- o soynd-speed field
quired, either by Doppler processing or by a tidal prediction )
which allows for the finite duration of the transmission. The depth of the sound-channel axis gradually deepens

The temperature and salinity fields along the acousti@S On€ proceeds from the source toward the receiving array
path were directly measured during the experiment. XBT(Fig. 5. Sound speeds were derived from climatological
(T-7) casts to 760-m depth were made at approximateb;emperature{Lewtus and Boyer, 1994and salinity(Levitus
30-km intervals. XCTD casts to 1000-m depth were made agt &l 1994 data for November extracted from the World
approximately 300-km intervals, in conjunction with every Ocean Atlas 1994. Th!s cllmatology will be referred tp here-
tenth XBT cast. The XBT/XCTD survey required seven after as the WOA94 cllmatology, with the understanding that
days, from yearday 32821 November 199%through year- the climatology for November is used, rather than the annual
day 331(27 November 1994 and thus overlapped with the @verage. Sound speeds were computed using the sound-
end of the transmission period. The survey began at the réPeed equation of Del Gros¢b974. [Millero and Li (1994
ceiver and proceeded toward the source. provide a corrected version of the sound-speed equation of

Chen and Millero(1977) that is equivalent for the parameter
_ range of interest here and could equally well have been
RIC?UEsf'IC():RF\{\IIZaAC?IEAZi?%LI\IIEM. PREDICTABILITY OF used] The historical sound-channel axis is at about 650-m
depth at the source and reaches about 800-m depth at the

The combination of a vertical receiving array, nearly receiver, although the minima are not sharply defined. The
concurrent environmental measurements, and broadband sigpurce is therefore approximately on axis, and the top of the
nals designed to measure acoustic travel times with a precieceiving array is slightly below axial depth.
sion of a few milliseconds makes it possible to test quantita- Sound speeds in the upper 760 m at the time of the
tively whether the measured arrival pattern is consistent witlexperiment were derived from the XBT and XCTD data. The

0400Z, day 322

H"\: 89 FIG. 4. Acoustic intensi
’ . 4. Acoustic intensity as a func-
“'( 1000 @ tion of travel time and hydrophone

|
A uum
Dl
“@A‘!‘W“’" 1200 g depth for the transmission at 0400
1400 & UTC on yearday 322.
1600

e
Ry L—.Mq%“ 4 .‘
mgg“" *’.7'7“‘&;:.';[ A @Eﬂ'ﬂ“\ﬁ‘v“ﬂ
R

= w'q%“hw A
WS B e NS

MW ‘
A
A l‘

D,

2191 2192 2193 2194 2195 2196 2197 2198
Travel Time (s)

3188 J. Acoust. Soc. Am., Vol. 105, No. 6, June 1999 Worcester et al.: A test of basin-scale thermometry 3188



C (km/s) be a random variable with zero mean and a known covari-

1.45 1.50 1.55 . . . .
0 ance, separable into an inhomogeneous vertical covariance
and a homogeneous, depth-independent horizontal covari-
Hawaii ance with 70-kme-folding scale.
e AVLA | The sound-speed perturbation fieddC(x,z) was dis-
/ cretized as a sum of products of horizontal and vertical func-
= tions,
=
g 2 M K
L
AL AC(x,2)=2, X aiF;(2)Gk(X), D
=1 k=1
R/P FLIP
3 [
wherea;y are the model parameters. TRg(z) were chosen
to be the eigenvectors of the vertical covariance of the
. , ‘ , ‘ sound-speed perturbations as a function of depth as esti-
0 1000 2000 3000 mated from the XBT data,
Range (km)
FIG. 5. Sound-speed profiles as a function of range between the source and M
receiving array, derived from the WOA94 climatology for November. Pro- (AC(zl)AC(22)>: E Fj(zl))\jZFj(zz), 2
files are plotted every 162 km, corresponding to a sound-speed offset of 10 =1
m/s.

where the\; are the eigenvalues, i.e., the(z) are the em-

salinity values corresponding to the XBT temperatures wergirical orthogonal functiongEOF9 for the XBT data set.
estimated using the temperature-salinity relation from theThe first six EOFs were used, which account for 93% of the
nearest XCTD cast. Sound speeds below 760-m depth wehserved XBT variance. Retaining additional EOFs only
calculated from the WOA94 climatology, as in Fig. 5. The gradually reduces the residual variance while increasing the
upper ocean perturbations derived from the XBT/XCTD datanumber of model parameters and the small-scale structure in
were smoothed into the WOA94 sound-speed field belovthe mapped field.
760-m depth using a 200-m verticadfolding scale. Truncated Fourier series were used for the horizontal

A smooth, range-dependent sound-speed field was conparametrization. The wave number spectrum was specified to
structed from a combination of the XBT/XCTD measure- be white for wavelengths longer than 300 km, and propor-
ments and the historical data by objective mapgiiRig. 6).  tional to wavelength(inverse wave numbgrsquared for
The objective mapping procedure provides an estimate of thghorter wavelengths. This spectrum gives a horizontal cova-
uncertainties in the smooth field due to limited coverage andiancee-folding scale of 70 km but includes allowances for a
measurement noise. These uncertainties can be convertsttong mean component.
into uncertainties for the travel-time predictions made from  Sound speeds computed from the XBT/XCTD measure-
the objectively mapped field by using the linearized forwardments,C(X; ,z;), are related to the model parameters by
problem (Dushawet al, 1993; Cornuelleet al, 1993. The
objective mapping procedure also largely removes internal-  AC;(x;,z)=C(X;,z)— Co(Xi ,Z)
wave variability from the sound-speed maps by smoothing in
the horizontal and the vertical with scales appropriate to
ocean mesoscale variability.

To construct the maps, the sound-speed field was ex-

pressed as a range-dependent perturbation field relative toyghere theA C; are the sound-speed perturbations at the mea-
range-dependent reference field obtained from the WOA94rement locations relative to a reference sound-speed field
climatology. The sound-speed perturbation was assumed 1Q,(x; ,z), selected here to be the WOA94 climatology. The
measurement noisg is due to instrument errdwhich var-

ies with depth and is typically correlated because of fall-rate
erron and unmodeled phenomerimodel erroj, including
internal waves. The coefficientg, are computed by objec-
tive mapping, i.e., by a tapered, weighted least-squares fit
that minimizes the differences between th€; computed
from the XBT data and those computed from the ocean

MoK
:2:1 k§=:1 ajkFi(z)G(x) +ry, (©)

model.
, 8 : The sound-speed perturbation field shows significant
0 ! Range (Mm) > 3 eddy activity near the source, with peak perturbations of up

to about 10 m/qFig. 6). The eddy activity is weaker over

FIG. 6. Sound-speed perturbation in the upper 760 m computed by subtrac}- i CAr. ;
ing sound speeds derived from the WOA94 climatology from objectivelycltn.OSt of the remaining path. A more-or-less uniform surface

mapped sound speeds derived from the XBT/XCTD data. The contour iniMixed layer W_ith a depth of about 100 m is present over
terval is 2 m/s. The sourc@is on the left and the receiv® is on the right.  almost the entire path.
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FIG. 7. (Top) Measured daily average acoustic intensity as a function of travel time and hydrophone depth. The measured pattern is an incoherent average of
all of the receptions on yearday 326, 1994. Acoustic intensity relative to the peak intensity in the daily average is plotted in(@sttbeisPredicted travel

times versus hydrophone depth computed using a range-dependent ray tracing algorithm and the sound-speed field derived from the WOA94 climatology.
Only the wave fronts predicted by ray theory prior to about 2196 s are shown. The predicted travel times have been delayed by 0.15 s to align the measured
and predicted arrival patterns.

B. Geometric optics and ray identification exactly, of course, at least in part because the ocean sound-
Raylike arrivals, in the form of wave fronts sweeping speed field at the time of the acoustic transmissions is not the

across the array, are clearly evident in the measured datgme as that computed from the WOA94 climatology. The

prior to a travel time of about 2195 s, as noted above. ThesBredicted travel times shown in Fig. 7 have been delayed by
arrivals are both resolvable and stable over the duration of-1° S 0 approximately align the measured and predicted
the experiment. It will be shown in this sectiol) that these arr!val patterns. The 3|m|Iar|ty_ of th_e_ me_asured and predicted
arrivals can be unambiguously identified with specific acous@'val patterns makes the identification of the measured
tic rays using any of several ocean climatologies, without th&vave fronts with particular ray paths straightforward. At

need to use the XBT/XCTD data, and X that the measured least in this case climatological data are adequate for ray
travel times are offset from the travel times predicted usinddentlflcatlon. The essential information to be used in the

the sound-speed field constructed from the XBT/XCTD mealnversions in Sec. lll is the slight mismatch between the
surements by a surprisingly large amount. measured and predicted travel times. The significance of the

Using the sound-speed field constructed from theoverall shift between the two patterns will be discussed at

WOA94 climatology, range-dependent ray tracing over thdength in that section.
measured range between the source and receiver gives pre- The identification can be confirmed by comparing the
dicted wave fronts that match those obseryei). 7). The  measured and predicted vertical arrival angles of the rays
range-dependent ray code used is that of Colosi; the préFig. 8. The measured arrival angles were estimated from
dicted travel times have been checked against those frofifie data with a conventional plane-wave beamformer, using
RAY (Bowlin et al, 1993. The ray tracing was done in the entire 700-m array aperture. The predicted arrival angles
Cartesian coordinates, after appropriately transforming th#ere obtained from the same range-dependent ray trace used
depth coordinate and sound-speed profiles from spherical cée construct Fig. 7. After shifting the predicted travel times
ordinates(Munk et al, 1999. The radius of curvature to be 0.15 s later, as in Fig. 7, the agreement between the mea-
used in the transformation is not obvious, as the true radiusured and predicted ray arrival times and angles is excellent.
of curvature is a function of position on a spheroidal earth Each wave front can therefore be labeled with an identifier
Changing the assumed radius of curvature by up to 50 kmxn, where + (—) indicates a ray that initially travels up-
changes the computed travel times for the geometry of thisvard (downward at the source and has a totalrotipper and
experiment by less than 3 ms, however, so the precise choidewer turning points between the source and receiver. None
of the radius of curvature is not critical. of the identified rays interacts with the seafloor.

The measured and predicted travel times do not agree Given the large number of resolved wave fronts in the
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ogy and were delayed by 0.15 s to align the measured and predicted arrival 2192 RIS L S e A ey e {;g
patterns, as in Fig. 7. The arrivals are labeled with their ray identifiers. W B

measured arrival pattern, with similar vertical arrival angles,
the ray identification might appear to be ambiguous. To test
whether this is indeed the case, the rms difference between
the measured and predicted travel-time patterns was com-
puted as a function of the time shift applied to the predicted
travel-time pattern(Fig. 9). To make this calculation, time
series of the measured travel times for each ray arrival were
constructed from the beamformer outgbig. 10. The time-
means of these series were then used to compute the rms
travel-time difference. The rms difference has a clear global
minimum for a time shift of 0.15 s, indicating that the mea-
sured and predicted time-mean patterns are most closely
aligned when the predicted pattern is shifted later by this
amount. (This is the shift used to align the measured and
predicted arrival patterns in Figs. 7 and &ound speeds
from the WOA94 climatology were used to construct Fig. 9.
Similar results(Table ) were obtained using sound speeds
computed from the earlier 1982 Levitus climatologyevi-

tus, 1982 and a climatology recently developed by Men-
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FIG. 9. The rms difference between the time means of the measured travel

FIG. 10. Acoustic travel times for the raylike arrivals, as determined from
the plane-wave beamformer output, versus yearday. The beamformer output
is for an effective depth of 1268 m, the midpoint of the nominal array
location. The travel times have been corrected for motion of the source and
receiving array, as well as for clock drifts in the receiver. The source clock
was synchronized to UTC using a GPS receiver. Ray identifiers are given on
the right. Ray identifiers in italics indicate rays for which the ray trace code
used did not succeed in locating the eigenray due to computational difficul-
ties, although the identifications are nonetheless unambiguous.

emenliset al. (1997. In all cases, the minimum is unique, so
the ray identification is unambiguous.

The structure of the rms time difference as a function of
time shift can be understood by noting that both the mea-
sured and predicted arrivals come in groups of four, as is

times for each ray arrival, as determined from the beamformer output, an&\/'de.nt in Fig. 7(See'.e'9-1 MU.nI?t al, 1995. Any amb'guf
the predicted travel times, versus the time shift applied to the predictedty Will therefore be in associating measured and predicted
travel times to align the two patterns. The rms travel-time difference isgroups of four arrivals. The secondary minima in Fig. 9 oc-

normalized by the number of identified rays. The predicted arrivals wer

e - . .
computed using the WOA94 climatology, as in Figs. 7 and 8. A positiveCur when groups of four in the predicted pattern are associ

time shift means that the predicted travel times are less than the measur@i€d With incorrect groups of four in the measured pattern.

travel times.
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TABLE I. Comparison of the ray travel times predicted for various sound-rays that turn in a particular depth range suggest that sound
speed fields with the time means of the measured travel times for each ragpeeds in that depth range are lower than those used to make
arrival, as determined from the beamformer output. The time shift that give .

the best alignment between the predicted and measured travel times, the r e predictions. B‘?Cause each r"f‘y turns above and below the
difference between the two for this time shiftormalized by the number of ~SOUNd-channel axis at depths with equal sound spéeuts
identified ray$, and the number of identified rays are given. A positive time jugate depths the location of the sound-speed perturbation

shift means that the measured travel times are greater than the predictqzésponsime for the travel-time perturbation is fundamentally

travel times. ambiguousMunk and Wunsch, 1982
No. of Using the time-mean travel times for the comparison
Time shift, () rms, () identified rays assumes that, aside from internal waves and tides, changes in
Levitus (1982 0.01 0.0067 8 the sound-speed field over the_ durati(_)n of the experiment are
WOA94 0.15 0.0063 47 small. The six-day period during which acoustic data were
Menemenlis 0.01 0.0114 52 collected is short compared to the several-week periods typi-
WOA94+XBT 0.22 0.0049 49

cal of mesoscale variability, so this assumption is plausible.
The acoustic travel times show a small, but nonzero, trend
over the duration of the experime(iig. 10, supporting the
ancy between the measured and predicted ray arrival timeéssumption of a largely unchanging subinertial sound-speed
can be quantified. Figure 11 shows the travel-time perturbaie|q, at least for the purpose of identifying the ray arrivals.
tion A7 computed by subtracting the predicted travel imes  gxpjicit error bars can be computed for the travel-time
from the time-mean measured travel times, as derived fromaffsets relative to predictions made using the XBT/XCTD

the plane-wave beamformer output. Predictions were madgata. The error bars are a combination of the uncertainties in
using both the sound-speed field derived from the WOA94,o measured and predicted travel times.

climatology and the objectively mapped sound-speed field  The computed uncertainty in the predicted travel times
derived from the XBT/XCTD data. The travel-time perturba- 5rises from uncertainties in the objectively mapped sound-

tions are plotted as a function of the minimum upper andspeeq field used to make the predictiqpwing to the im-
maximum lower turning point depthéThe upper and lower  herfect sampling of the fieldto the uncertainty in the equa-
turning point depths are functions of position for range-tjon ysed to compute sound speed from temperature and
dependent propagationThis choice of ordinate aids in in- g5jinity (+0.05m/s rmy and to the uncertainty in source-
terpreting the data, because the rays are most sensitive to the.qiver range. The precision with which the souftem

ocean at the turning point depths. Figure 11 shows that thPms) and receiver(1.5 m rm3 locations were determined

measured travel times are greater than the predicted travgling gitferential GPS navigation leaves an uncertainty of
times computed using the WOA94 climatology by about

J ) ) nly abod 2 m rms in the range, which is negligible com-
0.15 s on average, which is why delaying the predicted traVegared to the other sources of uncertainty. The uncertainties in

times by this amount in Figs. 7 and 8 approximately align§pe predicted travel times were calculated using the output
the two patterns. Positive travel-time perturbations for a”error covariance provided by the mapping procedure and the
linearized forward problem matrix, which converts ocean pa-

WoA% XBT/XCDT rameters to travel-time perturbations. Because the objective
2 or °w 11 7 - map covered only the upper ocean, uncertainties in the deep
% i ° 1L ° sound-speed field were estimated from historical data.
é P, § The uncertainties in the time-mean measured travel
g 1o 3 1t & times are a combination of the error in determining the peak
e * o® | arrival time due to ambient noise, internal-wave-induced
g s, o @ travel-time fluctuations, tidally induced travel-time fluctua-
= ook 007 ¢ tions, and the small travel-time trend observed over the
e —— course of the acoustic measurements. Travel-time fluctua-
2 2000¢ 2%, S tions at tidal frequencies were fit and removed prior to form-
-t & & ing the mean. After energy at tidal frequencies is removed,
£ %59 % the remaining high-frequency travel-time fluctuations about
2 3000} & - a linear trend are found to be 11-19 ms rms, due primarily to
E o ® §;o internal waves|[See Coloskt al. (1999 for a comparison of
’g @% %, the observed travel-time variances to predictions made as-
= 4000l e o 80 suming that the fluctuations are due to internal-wave-induced
—— g o1 03 530 ol oz 03 scattering] These high-frequency travel-time fluctuations are
AT(s) ATG) suppressed in the mean. The trend will be discussed further

FIG. 11. Travel-time perturbations computed by subtracting the predicted’ Sec._ 1l In this case the dom'm_int sources of error are the
travel times from the time-mean measured travel times, as derived from thiyavel-time trend and the uncertainty in the predicted travel
beamformer output, plotted as a function of minimum upper turning depthtjmes.

(top) and maximum lower turning depttbottom). The predictions were fai : PP
made using the sound-speed field derived from the WOA94 climatology Surpnsmgly, the measured travel times are Slgnlflcantly

(left) and the objectively mapped sound-speed field derived from the XBT/Offset from prediCtionS_ made_ USing_ the XBT/XCTD d_ata
XCTD data combined with the WOA94 climatologgight). (Fig. 11. The average time shift required to align the arrival
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pattern predicted using the XBT/XCTD data and the mea-
sured arrival pattern is 0.22 s, which is significantly larger oF -
than the 0.15 s needed to align the predictions made using
the WOA94 climatology with the measuremeriisable ).
The offset is about three times the expected rms uncertainty
due to mapping errors and climatological uncertainties, al- &
though the expected rms variability of range-averaged tem-
perature and salinity below 760-m depth is difficult to quan-
tify. The rms difference between the measured and predicted
arrival times for the optimum time shift is smaller when
using the XBT/XCTD data, however, which means that the o
relative spacing within the arrival pattern is better predicted
using the nearly concurrent environmental défable ). &
This improvement is reflected in Fig. 11, in that the travel- &
time offsets computed using the XBT/XCTD data are rela- E
¢
e

100 -

Upper Turning Depth (m)

tively independent of ray turning depth. We will return to
this issue in Sec. lIl.

C. Surface interactions 1550+ 1 L
-0.05 0 0.05

The discussion to this point has focused on a comparison AT (s)
of the ray arrivals observed prior to a travel time of about

2195 s to predictions made using geometric OptiCS. In thi%zIG' 12. Travel-time bla; due tq nongelomet‘rlc effects for rays turning near
he surface. Ray travel times minus adiabatic-mode travel times are plotted

section, 'predictiqns made using 'geometric optics aré CONMks a function of ray upper turning depth. To estimate the bias the predictions
pared with predictions made using a broadband adiabati@ere made for a source depth of 700 m and a range of 3000 km, using a

mode code to assess the adequacy of the geometric Optif_gglge-independent profile typical of the northeast Pacific Ocean.

approximation at the long ranges and low frequencies of in-

terest. The adiabatic mode approximation includes more

complete physics than geometric optics and thus shoul@metry for which the test calculations were made, the rays

more faithfully model reality, at least in cases for which theturning within a few wavelengths of the surface have ap-

adiabatic approximation is valid. Bodeat al. (1991 made proximately 50 upper turning points, so the bias is roughly 1

similar comparisons and reported the ray approximation tens per surface interaction.

be adequate for estimating travel times out to 4000-km range  The effect is expected to be relatively small for the mea-

for frequencies above 100 Hz. surements described here, however, compared to travel-time
Predictions were made for a source depth of 700 M, §ncertainty. Surface interactions for the observed rays are

range of 3000 km, and a range-independent sound-speed pig;tined to approximately the first 500 km of the path, be-

file typical of that found in the northeast Pacific Ocdalo- cause the depth of the sound-channel axis increases from the

losi et al, 1994. The adiabatic predictions were made for . . .
120 modes, using the code of Dzieciu@®93. Frequency source toward the receiver, giving at most 12 surface inter-
’ aactions per ray, or about 12 ms bias. This small bias will be

domain predictions for a center frequency of 75 Hz and i i

—3-dB full bandwidth of 30 Hz were Fourier synthesized to "€9lected when the travel times are used to estimate the

form broadband arrival patterns in the time domain. sound-speed field in Sec. lll. In addition, few rays have mini-
Comparison of calculated ray travel times with thosemum upper turning depths in the upper 50 m, where the

derived from the adiabatic prediction shows that the twoeffect is most significantFig. 11).

agree within a few millisecond@t 3000-km rangefor rays This effect is not new(Murphy and Davis, 1974 but

that reflect off the surface and for rays with upper turninghas not previously been accounted for in long-range acoustic

depths well below the surfacdrig. 12. Rays with upper thermometry. Boderet al. (1991 comment that although

turning depths within a few wavelengths of the surfage (  they found the mean differences between the ray and normal

=20m at 75 Hz arrive up to 40 ms earlier in the geometric mode travel times to be small, this was not entirely due to the

optics approximation than in the adiabatic mode approximag o qness of fit between the ray and normal-mode solutions.

tion, however. Rays refracting near the surface, but that dGfheir ray travel times were consistently greater than their

not actually reflect off it, are unaffected by its presence. o imode travel times for surface-reflected rays

Modes, however, have evanescent tails that are affected by 13.5° to +16.59, but th t | ti !
the presence of the pressure-release boundary condition &t =~ 0 =10.57, but In€ ray travel imes were consis-

the surface, even when the modal turning depth is below thiENty 1ess than the normal-mode travel times for near-
surface, slightly reducing the group speeds. surface (-11.5° to+13.5°) refracted arrivals. The sign of

This effect is somewhat larger than the precision withthe difference for the near-surface refracted arrivals is con-
which travel times can be measured, and therefore constpistent with that found here and suggests that this effect may
tutes a potentially important bias for ray travel-time inver- have been important in their simulations as well, although
sions at long ranges. For the simple range-independent géiey did not discuss it.
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FIG. 13. Acoustic intensity as a function of travel time and hydrophone depth for one transmiggpbrcompared to broadband parabolic equation
predictions with(middle) and without (bottom) simulated internal waves. Acoustic intensity relative to the peak intensity is plotted in decibels. The
background range-dependent sound-speed field used in the simulations is shown in Fig. 6.

D. Internal-wave scattering and the pulse termination depth over the 900- to 1600-m-deep array aperture, as ob-
served. Modal decompositions of similar parabolic-equation
gimulations at multimegameter ranges show that the propa-

s (Figs. 4 and Y. This behavior is similar to that previously gation of the near-axial acoustic energy is generally not adia-

observed at 1000-km range and 250-Hz center frequen tic, but rather.that there is strong modal ,coupling due to
(Worcesteret al, 1994. In that case Colosét al. (1994 e presence of internal wavéeSolosi and Flatte1996; Co-
used broadband parabolic equation simulations to show thi@si, 1997. ) ) )
the observed scattering of the near-axial acoustic energy was 1he strong scattering of near-axial energy by internal
consistent with what would be expected for propagationVaves mall<e.s it difficult to extract useful observables for the
through an internal-wave field containing approximately®nergy arriving after about 2195 s. Rays can no longer be
one-half the energy in the standard Garrett—Munk internalSeparated from one another, even using the vertical array to
wave spectrum. provide resolution in both time and angle. Although modal
Similar broadband parabolic-equation simulations weredTivals can be separated using the vertical array, internal-
made for the geometry of this experiment. Frequency domaiM/ave-induced modal coupling means that energy contained
predictions for a center frequency of 75 Hz ane¢ta-dB full  in a given mode at the receiver has propagated in a variety of
bandwidth of 30 Hz were Fourier synthesized to form broadmodes, at a variety of group velocities, en route from the
band arrival patterns in the time domain, as in the previousource to the receiver, making the interpretation of the ob-
section. Predictions made for the sound-speed field corserved group delays fundamentally ambiguous. Further, the
structed using the XBT/XCTD datéFig. 6) give pulse ter- scattered modes show significantly more time spread at the
minations (i.e., the times at which the acoustic receptionreceiver than would be expected considering only modal fre-
ends much earlier than observed for hydrophones well be-quency dispersion across the band of interest in the absence
low the sound-channel axigig. 13. Adding a simulated of internal-wave scattering, making accurate determination
internal-wave field with the standard Garrett—Munk internal-of the group delays difficult.
wave energy level gives a predicted arrival pattern that does The lowest-order modes are found in the numerical
not contain discreet ray arrivals after a travel time of abousimulations to be more nearly adiabatic than higher-order
2195 s and that has pulse terminations nearly independent afodes(Colosi and Flafte 1996, however, suggesting that

Discreet ray arrivals are no longer evident in the mea
sured arrival pattern for travel times greater than about 219
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their group delaydtravel timeg might be useful in inver- Ill. THE INVERSE PROBLEM
sions to determine the sound-speed field, increasing the ver-
tical resolution of the resulting estimates. In this section both the time mean and the trend in the
The data from the vertical array can be used to estimatgound-speed field between the source and receiver are esti-
the amplitude of mode 1 as a function of time using leastmated. The range-independent perturbation needed to bring
squares techniques, even though the array aperture is at pdle measured and predicted travel times into consistency is
marginal for mode isolation using conventional spatial filter-€stimated first, using least squares inverse methods similar to
ing techniquegSuttonet al, 1994. Unfortunately, the time thosg used to map the sound-spe_ed field in Sec. Il. The data
history of even the lowest-order mode amplitude estimate@©nsist of the time-mean travel times of the resolved rays
by least squares is quite complex. Using the peak of th@nd of the pulse termination at the most axial hydroph(_)ne,
mode 1 amplitude to define the modal group delay gives afysed as a surrogate for the group delay of mode 1. The linear
rms variation about the mean of 178 ms, which is muchirénds in sound speed, temperature, and heat content over the
greater than the rms of about 20 ms for the observed ra§ix—day experiment are estimated next, using as data the lin-

travel times. This large rms variation suggests either tha'laalr tretndslln che travel times of the resolved rays and the
mode coupling due to small-scale ocean structure is morBU!S€ termination.

important than the simulations might suggest, or that the enA. Inverting for the mean state
ergy from other modes is leaking into the solution for the As was noted in Sec. II. the time-mean travel times are

mode 1 amplitude because of the.suboptln_w.m array geon%ignificantly offset from predictions based on the range-
etry. The group delay of mode 1 is thus difficult to deter- yonangent sound-speed field constructed using the XBT/
mine. o _ _XCTD measurements. It is in principle impossible to con-
The pulse termination at the most axial hydrophone isgyr ¢t a consistent inverse estimate for the sound-speed field
relatively unambiguous, however, and might be viewed as §etween the source and receiver without increasing one or
surrogate for the group delay of adiabatic mode 1. The rmgyore of thea priori uncertainties assumed in Sec. Il. The
variation about a linear trend fit to the pulse terminationjnyerse estimates presented here assume a greater uncertainty
times is 22.9 ms, which is much less than the rms variatiof, the sound-speed field below 1000-m depth than was pre-
of mode 1 as determined above and is comparable to the rgously estimated from historical temperature and salinity
variation of the observed ray travel im¢See Colosetal.  data. The notion is not that the range-averaged deep ocean
(1999 for a comparison of the observed travel-time varianceiemperature and salinity fields differ substantially from his-
to a prediction made assuming that the fluctuations are due t@rically observed values, but that the equation used to com-
internal-wave-induced scatterifgeven in the presence of pute sound speed from temperature and salinity may require
mode coupling, no energy can travel more slowly than thefurther refinement at high pressure. Unfortunately, no direct
energy that propagates the entire distance between sourageasurements of the deep temperature and salinity fields
and receiver in mode 1. To the extent that any acoustic enwere made along the acoustic path at the time of the acoustic
ergy remains in mode 1 over the entire path, the pulse tetransmissions. The estimated sound-speed perturbation be-
mination will reflect the travel time of that energy. low 1000-m depth therefore represents a combination of a
The time-mean measured travel time of the pulse termicorrection to the sound-speed equation, real temperature and,
nation is 398 ms greater than predicted using the WOA940 a much lesser extent, salinity perturbations, and the pos-
climatology, but only 75 ms greater than predicted using thesible effects of travel-time biases.
objectively mapped XBT/XCTD data. Surprisingly, the use  To first order, the ray travel-time perturbations; are
of the nearly concurrent XBT/XCTD data improves the Weighted averages of the sound-speed perturbatidd§)
agreement between the measured and predicted group del@jegrated along the unperturbed ray palths
for mode 1 much more significantly than their use improved
the agreement between measured and predicted ray travel _
times, as discussed in Sec. 11 B. This is presumably due to a i fr
combination of effects. The midpoint of the acoustic mea-

surements occurred on yearday 324, while the midpoint ofyhere ocean currents have been neglectedCy(g, z) is the

the XBT/XCTD survey occurred four days later on yeardayselected reference sound-speed field. The corresponding sen-
328. The upper ocean can change much more rapidly thagitivity of the group delay of adiabatic mode 1 to the sound-
the deeper ocean, so the XBT/XCTD data can be expected #peed perturbation was derived numerically.

represent the state of the near-axial ocean somewhat more

accurately than the state of the upper ocean at the time of the

acoustic measurements. Further, and probably more impor-

tant, mode 1 is sensitive to the error in near-axial sound; reaference state

speed integrated over the entire range. This error is reduced

using the XBT/XCTD data. In contrast, the rays are sensitive ~ The range-dependent sound-speed fi€lg(x,z) con-
both to the upper-ocean sound-speed field sampled by thatructed in Sec. IIA by combining the XBT/XCTD data
XBT/XCTD measurements and to the deep sound-speed fieldith the WOA94 climatology was used as the reference state
about which the XBT/XCTD data provide no information. (Fig. 6).

ds A
im C(2), (4)
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TABLE II. Vertex locations for the vertical parametrization used in the tent was integrated upward from 4200-m depth, which was

inversions. chosen because this depth is below the deepest ray turning
Depth range(m) Vertex spacingm) point,
0-200 20 z

200-600 40 H(z)=pCpf_DT(z’)dz', (8)

600-1400 80

1400-4000 200 : . .
whereH has units of ener er unit argas= 1024 kg/ni is

4000-6000 500 gy p Coo g

the density of seawateC,=3996 J(kg °C) is the specific

heat of seawaterJ(z) is the range-averaged temperature

) profile, andD =4200 m. The reference sound speed or heat

2. Sound-speed perturbation model content was then subtracted from the perturbed profile, as
The sound-speed perturbation fielliC(z) was dis- appropriate, and the resultant perturbation used as the sound

cretized(*modeled”) as a sum of range-independent verticalspeed or heat content analog of the vertical temperature

functions(“modes”): mode.
M Only the sound-speed perturbation was computed for the
AC(z2)= 2 aijC(z), (5 ~ mean state, so this rather elaborate procedure was not neces-
=1 sary. But sound-speed, temperature, and heat content pertur-

wherea; are the model parameters, which were assumed t?";]‘t,'ons W"('j be computed 'rl‘ thet n<fext sgcltlon for tthe trtend.
be uncorrelated. In anticipation of the next section, the ver- 'S PrOCEAUre USES a Singie Set o model parameters 1o pro-
tical sound-speed modes were derived by first representin_\ﬂde consistent estimates for all three perturbations, assum-

the temperature perturbation field as a sum of rangelnd NO salinity perturbations. _
independent vertical functions Finally, the expected range-average temperature vari-

" ability as a function of depth, relative to the reference state
T constructed using the XBT/XCTD data, is estimated to be
AT(Z):JZl ajFj(2). ®  0.12°C rms at the surface, decreasing nearly linearly to
0.05°C rms at 1000-m depth. The variability was assumed to
The XBT EOFs used previously are not expected to repreremain constant at 0.05°C rms below 1000 m. A number of
sent arbitrary range-averaged offsets, and thus are not a goegnsiderations went into this estimate.
choice for upper ocean functions in this application. The his-  Apove 760-m depth the dominant source of temperature
torical data base is too limited a sample to provide reliablg;ncertainty in the range-average field is the four-day separa-
estimates of the vertical covariance function expected fofion petween the midpoint of the acoustic measurements and
range-averaged temperature perturbations. Instead, linegfe midpoint of the XBT/XCTD measurements. A rough
splines(piecewise linear segmentaere used, with the knot - gess at the possible magnitude of the temperature change
spacing adjusted in accord with rough estimates of the very a5 made by assuming that the range-averaged temperature

tical length scales, could change 1 °C in 30 daysonsistent with possible me-
FjT(z)=0, 2<z, 4, soscale variability, g?ving a change of O.;2°C in the 3.6
days between the midpoints of the acoustic and XBT/XCTD

FT(2)= (z—z-1) S measurements. The XBT/XCTD measurements themselves

J (zj—z_y)' TP provide a rather tight constraint on the quasi-instantaneous

(7)  range-average field. The combination of measurement error

Fl(z)= (Zj4+1—2) 7 <7<7. and internal-wave-induced temperature fluctuations is esti-

! (Zj41—z)" 7 I mated to give a rms temperature uncertainty of about 0.1°C

for a single measurement. In the range average over 111
profiles this uncertainty is reduced by a factor of approxi-
Forty-eight vertical functions were used, with vertex spac-mately 10 to about 0.010°C. The bias of the XBT tempera-
ings that increase with increasing depth, reflecting our prejutures is not expected to exceed 0.020°C.
dice that vertical scales become larger at greater depths At depths below those for which there are XBT/XCTD
(Table Il). A range-independent model was used in this caselata, the rms temperature uncertainty in the range average
in part because little range-dependent information is exdeduced from historical data is rather small. At 3000-m
pected from the travel times and in part for simplicity. depth, for example, the rms temperature variability is about
Sound-speed and heat-content modes were construct®d25 °C. If one assumes a horizontal scale of 100 km, the
for each temperature mode by treating the temperaturancertainty in the range average over the 3250-km-long path
modes as perturbations to a reference temperature profile then only about 0.004 °C. The estimated rms uncertainty
constructed by averaging the WOA94 climatology along then the equation used to convert temperature and salinity to
acoustic path. Each temperature perturbatiwith a maxi-  sound speed is 0.05 mi{el Grosso, 1974; Spiesberger,
mum amplitude of 0.1°C for linearijywas added to the 1993; Dushawvet al, 1993; Meinen and Watts, 199%orre-
reference temperature profile, and sound speed and heat caponding to a rms temperature uncertainty of about
tent were calculated for the perturbed profile using the ranged.011 °C. Because the separation between the source and
averaged salinity from the WOA94 climatology. Heat con-receiver was not measured nearly as precisely in previous

Fl(2=0, z.,<z
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field tests of the sound-speed equation as in this experiment, AC (m/s) O ac (/)
however, it is possible that an error in the sound-speed equa- 03 02 01 0 01 02 03 0 01 02 03
tion was previously incorrectly attributed to an error in the

range. The best previous field test of the sound-speed equa
tion had range uncertainties of about 70 m, for example !
(Dushawet al, 1993. To account for the uncertainty in the
sound-speed equation, tleepriori rms temperature uncer- 2k 1t

tainty was increased to 0.05 °C below 1000-m depth, which E

allowed consistent inverse estimates. <
T 5l 1t i
&
a

3. Data 4r 1 1

The data are the travel-time perturbatiaghg computed
by subtracting the travel times predicted using the XBT/ 51 17T
XCTD data from the time-mean measured travel tirtfag.
11). The travel-time uncertainties are a combination of mea- ¢ . . -
surement error due to ambient noise, internal-wave-induced
travel-time fluctuations, and travel-time fluctuations due to['C: 4 Range-independent sound-speed perturbation and the associated
mesoscale variability unresolved by the XBT/XCTD data. fms uncertainty as a function of depth.

The high-frequency travel-time fluctuations about linear
trends fit to the ray data are 11-19 ms r@olosi et al,

1999. The uncertainty in the time-mean ray travel times is
then about 3 ms rms. More significant is the travel-time un- 1€ group delays of the lowest-order normal modes are

certainty associated with mesoscale range dependence thafind to be more biased by internal-wave-induced scattering
not resolved by the XBT/XCTD data and not included in thethan are the travel times of the steep rays. Colosi and Flatte
sound-speed perturbation model. If we assume that travel1996 found from their simulations that the bias for acoustic

time variability between rays with nearly the same lower™mode 1 grows as the square of the range and is about

turning points must be due to unresolved horizontal variabil-~ 4> Ms at 3-Mm range for the sound-speed profile they used

ity, Fig. 11 suggests that mesoscale-induced travel-time fluc@"d for the standard Garrett-Munk interal-wave energy
tuations are less than 20 ms rms. The uncertainty in the timd€V€!- Using one-half of the standard Garrett-Munk energy

mean ray travel times was therefore rather conservativel!faveI in the simulations would reduce the bias frem5 to

taken to be 20 ms rms. Finally, the uncertainty in the mean_ 22.5ms. This bias is substantially smaller than the group

pulse termination travel time is taken to be 100 ms rmsd€lay uncertainty of 100 ms assumed here.

considerably larger than the measured variability of about 23

ms rms, to reflect the uncertainty in interpreting the pulse4. Results

terminat.ion as a surrogate for adiabatic modg 1 and to allow Finally, inverting the time-mean travel-time perturba-

for any intemal-wave-induced group delay bias. . tions in Fig. 11 for the; gives the mean sound-speed per-
__Any travel-time biases have been ignored in the INvers ;o profile shown in Fig. 14. The linear travel-time

sions, other than to increase the travgl-tlme uncertainties. A3gsiquals are consistent with thepriori assumptiongTable

suming a stanplard Garrett—Mgnk internal-wave spectrurrp”)_ Retracing rays through the perturbed sound-speed field

Colosi and Flatte(199_6 _found_blases of abOLH-:— 1_0 ms at Co(x,2) + AC(2) gives travel times consistent with the mea-

3-Mm range from their simulations for a case similar, but nOtsurements, indicating that the reference state selected is suf-

identical, to.the one exammgd here: A negative bias me"‘mﬁgciently close to the true state for the inversions to be linear.
that the ray is predicted to arrive earlignave a shorter travel No iterations of the inverse were done

time) in the presence of internal waves than in their absence. 1. astimated sound-speed perturbations are small

Negative biases would slightly increase the discrepancy i%bove about 1000-m depth, reflecting the constraints im-

Fig. 11_ because _the predictions WOU'Q' have even Shortj?osed by the XBT/XCTD data. The estimated perturbation is
travel times, making the measured minus predicted trav

times mor itive. loset al. (1 find that th -

esd to N T?S € C?O 0 6} (t?wgg d . a t g’ ob ib TABLE Ill. Unweighted travel-time perturbationems) for the rays and
serveq travel- Ime Va”a_nces Or_ ] € eXpe”me_n escn egcoustic modes 1-20 befoféata and after(residual$ inversion. The data
here are consistent with predictions assuming that th@re travel-time perturbations relative to the reference state. The residuals are
internal-wave field has one-half of the standard Garrett-inear estimates of the travel-time perturbations relative to the perturbed
Munk energy level. Using this energy level would reduce thesound-speed profile. The values for acoustic mode 1 are shown separately.
biases in the simulations from 10 to —5 ms. Further, the ~©nly mode 1 was used in the inversion.
observed pulse spreads are only 0—-5@wlosiet al., 1999. Data(s) Residuals(s)
The pulse spread and bias are expected to be of the same » 0226 5028
order, and so this result is consistent with the biases found in R ravel timesrms) ' '

. . . Modal group delaysrms) 0.283 0.228

the simulations. The biases of the rays are therefore compa-y;q4e 1 group delay 0.075 0.020
rable to or less than the assumed random errors. Nonetheless

the biases may still affect the inverse estimates if all of the
ray travel times have similar, systematic biases.
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1. Reference state

\ ? o N Pulse Termination

The range-dependent, time-independent, sound-speed
field Cy(x,2) constructed by combining the XBT/XCTD
data with the WOA94 climatology was the reference state, as
in the preceding section.

2. Sound-speed trend perturbation model

The time derivative of the sound-speed perturbation field
d[AC(2)]/dt was modeled as a sum of the same range-
independent vertical modes as in the preceding section, so

31 m R ren oo 325 326 »7  the vertical modes used previously now represent the time
canay rate of change of the field,
FIG. 15. Travel-time perturbations computed by subtracting the predicted M
travel times for the WOA94 climatology from the measured travel times, as el _ =T
derived from the pulse terminatiqtop) and the beamformer output for the dt [AT(Z)] o 121 bJ I:J' (2), (10

identified ray wave frontgbottom). The lower curve is an average over all
of the identified wave fronts. A straight-line fit gives a trend-of.1 ms/day  and
for the pulse termination and 4.4 ms/day for the ray front average.

d M

GlAC@]=2 bF(2), (1)
largest, about-0.2+0.05 m/s, between 2000 and 4000 m. If =1
the sound-speed perturbation were due entirely to an error iwherebj are the model parameters.

the sound-speed equation, the correction would be three to  The rms variability in the temperature trend was taken
four times thea priori uncertainty in the equatiotiTheoret-  very arbitrarily to be 0.030°C/day at the surface, corre-
ical corrections to the sound-speed equation due to variationsponding to a trend of 1 °C/month, dropping nearly linearly
in the relative composition of salts in the ocean and due tao 0.002 °C/day rms at 1000-m depth and 0.001 °C/day rms
the dependence of sound speed on acoustic frequency ase 6000-m depth.

smaller than 0.05 m/6Dushawet al,, 1993). If the sound-

speed perturbation were entirely due to temperature, the cog. pata

responding temperature perturbation would be0.044

+0.011°C, which is 10-11 times theepriori range-average The data were the linear travel-time trendA 7;)/dt

temperature uncertainty. Both effects mav well be im Ortan,[computed from least-squares fits to the travel-time series
P Y- y P Fig. 195. The ray-mean travel times of all of the resolved ray

although it seems probable that_ the dominant effect is aarrivals decreased by 4.4 ms/day, with a rms variation of 5.9
error in the sound-speed equation. Accurate deep hydro-

graphic data taken during the time of the acoustic transmish'> 'MS about the linear trend. The trends from separate lin-

sions would be needed to resolve definitively the issue. %?/refr';seto_riaec?rersgt:ﬁx:l';'f”lﬁeserl:?:e\’\iz:?n?ns;?oﬁs d(jeactg;r;;rée
One important conclusion from these results is that oncé ' P

the sound-speed equation is better determined, the absoluzgmewhat more rapidly, by 7.1 ms/day, with a rms variation

range-average temperature at depth can be determined acous—zz'9 ms about the linear trend, as reported previously. The

tically with an estimated uncertainty of about 10 millide- uncertainty m_the individual linear trends was taken to be 3
; - ms/day rms, independent of ray path, due to the observed
grees, neglecting any effects due to salinity.

scatter around the individual trends.

B. Inverting for the trend 4. Results

In the application to climate studies, the important con- Finally, inverting the travel-time trends for g gives
P ' P the sound-speed perturbation trend shown in Fig. 16. The

sideration is the precision with which temperateteanges %amperature and heat-content perturbation trends are com-
rather than the absolute temperature, can be measured. The

measured travel times of both the ray wave fronts and thguted from the samé; because of the way in which the
o y . ound-speed perturbation trend model was developed. Sound
pulse termination slowly decreased over the six days of the

. : Speed, temperature, and heat content are all increasing, lead-
experiment(Fig. 15). ; .
. . L . ing to shorter travel times. The sound-speed and temperature
To first order, the time derivative of the travel-time per- o .
turbation for ravi is trends both show positive perturbations above 1000-m depth
urbatl n and between 2000- and 4000-m depth. The uncertainty in the
d f ds d temperature estimate is approximately 0.001°C/day below

—(A7)=— —[AC(2)]. 9 - i i ° -
dt( 7i) " C2x2) dt[ (2)] (9 1000-m depth, increasing to about 0.030 °C/day at the sur

face (i.e., the original uncertainty at the surfac&he total

The sensitivity of the time derivatives of the travel-time per-temperature change over the six-day period can therefore be
turbations to the time derivatives of the sound-speed perturestimated with an uncertainty of about 0.006°C below
bations is identical to that of the travel-time perturbations1000-m depth, corresponding to a sound-speed uncertainty
themselves to the sound-speed perturbations. of about 0.03 m/s. Not unexpectedly, the total sound-speed
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change over the six days can be estimated with an uncethe uncertainty in the depth integral of heat content is less.
tainty roughly comparable to that with which the absoluteThe reduction in the uncertainty of the heat content trend just
sound-speed change could be determined in the previous sdmeneath the surface, with a minimum at about 100-m depth,
tion. occurs where the integral includes both the upper and lower
The correlated perturbations near the surface and beurning points of most of the ray paths.
tween 2000 and 4000 m are a reflection of up—down ambi-
guity (Munk and Wunsch, 1982 Sound-speed perturbations IV DISCUSSION
above and below the sound-channel axis affect the ray travel
times similarly, so the inverse estimate distributes the total The ATOC Acoustic Engineering Test provides a strin-
variance over depth in accord with thepriori sound-speed gent test of our ability to predict absolute travel times be-
trend uncertainty profile. This effect was less evident in thecause the XBT/XCTD data constrain the sound-speed field in
estimate of the mean perturbation because the XBT/XCTDRhe upper ocean, where maximum variability is expected,
data constrained the inverse estimate above the axis. Theredad because the range between the source and receiver is
no similar constraint on the trend. The inverse estimate unknown to within a few meters. Somewhat surprisingly, the
certainty above and below the axis is correlated, however, smeasured and predicted absolute travel times are found to be
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offset by more than is consistent with priori ocean vari- daway, R. Ryan, R. Stein, J. Watson, and S. Weslander from
ability estimates derived from climatology. The discrepancythe Applied Physics Laboratory at the University of Wash-
is probably due to an error in the sound-speed equation ahgton. The crew of R/P FLIP and the support personnel at
high pressures, as simulations and observations of pulse tintke Marine Physical Laboratory of the Scripps Institution of
spread,ry, strongly suggest that the biases in the measure®ceanography were exceptionally helpful. The crews of M/V
travel times are minimal. The absolute ray arrival travelRecovery One, R/V Moana Wave, and CSS John P. Tully all
times can be inverted to give estimates of sound speed witbontributed to the success of the experiment. This work was
an uncertainty of about 0.05 m/s below the sound-channedupported largely by the Strategic Environmental Research
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uncertainty in the equation used to convert temperature ansearch Projects AgendDARPA) Grant No. MDA972-93-
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